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The methodologies introduced and applied in this work have fundamental roles in connecting the component level descriptions of brain dynamics (single neurons) to population level (neural networks).

The synchronization regions of a single neuron with respect to a periodic external stimulus either deterministic or noisy is evaluated. Many neurons in the auditory system of the brain must encode periodic signals. These neurons under periodic stimulation display rich dynamical states including mode-locking and chaotic responses. Periodic stimuli such as sinusoidal waves and amplitude modulated (AM) sounds can lead to various forms of $n : m$ mode-locked states, in which a neuron fires $n$ action potentials per $m$ cycles of the stimulus. The regions of existence of various mode-locked states on the frequency-amplitude plane, called Arnold tongues, are obtained numerically for Izhikevich neurons. Arnold tongues analysis provides useful insight into the organization of mode-locking behavior of neurons under periodic forcing. We found these tongues for both class-1 (integrator) and class-2 (resonator) neurons, with and without noise. These results are applied in real data and Arnold tongues of a real neuron are obtained using methods of circular statistics such as vector strength. Rayleigh statistical test and Monte Carlo method are necessary to detect and confirm phase-locking (in general mode-locking) in noisy data. These are done for a well-isolated inferior colliculus rabbit cell using acoustic stimuli in the rabbit’s ear canal and 2:1 mode-locked behavior of the cell is confirmed.
Next a canonical model for Wilson-Cowan oscillators is derived by doing step by step mathematical analysis. Among these steps we applied some mathematical theorems in stability analysis and dynamical systems. We took advantage of normal form theory after Henri Poincaré, to obtain a canonical model of a neural oscillator model for single and coupled populations. This canonical model exhibits all kinds of bifurcations. As an important case in theoretical neuroscience, we showed how we can simplify the model to obtain Hopf bifurcation. We obtained the governing equations of each oscillator under this bifurcation, which gave us the dynamical behavior and time evolution of each oscillator’s amplitude and phase. A novel and straightforward way is presented to solve the average relative phase of two coupled oscillators based on wave solutions applied in wave mechanics via mathematical physics. This approach gives us a complete analytic method to solve for the average relative phase equations of two coupled neurons or neural populations without applying averaging theory, which is lengthy and complicated. These solutions are important in physical sciences, including complex dynamical systems such as theoretical and computational neuroscience.
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1.1 (a) F-I curve for a class-1 neuron plotted for an Izhikevich neuron (Eq. 1.3) with parameters $a = 0.03$, $b = -2$, $c = -50$, $d = 80$, $C = 100nF$, $v_r = -64mV$, $v_t = -40mV$, $v_{peak} = 35mV$ and $k = 0.7$. (b) F-I curve for a class-2 neuron plotted for an Izhikevich neuron with parameters $a = 0.1$, $b = 2$, $c = -30$, $d = 100$, $C = 100nF$, $v_r = -60mV$, $v_t = -40mV$, $v_{peak} = 35mV$ and $k = 0.7$. 7

1.2 Arnold tongues diagram for a class-1 Izhikevich neuron driven by an external sinusoidal forcing that corresponds to the neuron with the F-I curve and parameters shown in Fig. 1.1a. The DC current is 62 ($\mu A/cm^2$). 9

1.3 1st example, 3 : 2 mode-locked pattern (a) Time series diagram of a sinusoidal stimulus with amplitude of $A = 45\mu A/cm^2$ and frequency of $f = 7.5Hz$ (blue) and the corresponding spike pattern (red) (b) Frequency spectrum of the spike pattern corresponding to a sinusoidal stimulus with amplitude of $A = 45\mu A/cm^2$ and frequency of $f = 7.5Hz$) . . . 10
1.4 2nd example, 2 : 1 mode-locked pattern (a) Time series diagram of a sinusoidal stimulus with amplitude of $A = 20 \, (\mu A/cm^2)$ and frequency of $f = 5Hz$ (blue) and the corresponding spike pattern (red) (b) Frequency spectrum of the spike pattern corresponding to a sinusoidal stimulus with amplitude of $A = 20\mu A/cm^2$ and frequency of $f = 5Hz$.

1.5 Arnold tongues diagram for a class-2 Izhikevich neuron driven by an external sinusoidal forcing that corresponds to the neuron with the F-I curve and parameters shown in Fig. 1.1b. The DC current is $(120\mu A/cm^2)$.

1.6 1st example, 3 : 2 mode-locked pattern (a) Time series diagram of a sinusoidal stimulus with amplitude of $A = 120\mu A/cm^2$ and frequency of $f = 75Hz$ (blue) and the corresponding spike pattern (red) (b) Frequency spectrum of the spike pattern corresponding to a sinusoidal stimulus with amplitude of $A = 110\mu A/cm^2$ and frequency of $f = 75Hz$.

1.7 2nd example, 2 : 3 mode-locked pattern (a) Time series diagram of a sinusoidal stimulus with amplitude of $A = 120\mu A/cm^2$ and frequency of $f = 180Hz$ (blue) and the corresponding spike pattern (red)(b) Frequency spectrum of the spike pattern corresponding to a sinusoidal stimulus with amplitude of $A = 120\mu A/cm^2$ and frequency of $f = 180Hz$.

1.8 An example of a 1:1 mode-locked state without noise (a) spike trains and (b) the corresponding ISI scattergram. After adding the white Guassian noise with $\mu = 0$ and $\sigma^2 = 5$ (c) the mode-locking pattern becomes less stable and the corresponding ISI scattergram (d) is not a well defined point anymore.
1.9 An example of a 2:1 mode-locked state without noise (a) spike trains and (b) the corresponding ISI scattergram. After adding the white Gaussian noise with $\mu = 0$ and $\sigma^2 = 5$ (c) the mode-locking pattern becomes less stable and the corresponding ISI scattergram (d) is not two well defined points anymore.

1.10 Unit circle that is used to find the smallest phase, $\phi$. The window $\delta \phi$ is defined by user and indicates the radius of the cluster under study in the ISI scattergram, Fig. 1.9d.

1.11 VS based Arnold tongue diagram of a class-1 neuron in the presence of noise. Time step for computing the Izhikevich model is $dt = 0.05ms$. The color code represents the amount of vector strength. Note how the different mod-locked states lose their stabilities with the addition of noise compared with Fig. 1.2.

1.12 VS based Arnold tongue diagram of a class-2 neuron in the presence of noise. Time step for computing the Izhikevich model is $dt = 0.05ms$. The color code represents the amount of vector strength. Note how the different mod-locked states lose their stabilities with the addition of noise compared with Fig. 1.5.

2.1 Raster plots for stimulus with sound pressure level of 76 dB, $f_m = 80$ Hz and $f_c = 3000$ Hz. Raster plot (1) presents the response of the neuron for unmodulated tone (-inf modulation depth). The modulation depth at raster plot (2) is $-30$ dB and increases successively by steps of 5 dB in the following rasters until raster plot (8) that presents the neuron’s response under full modulation, 0 dB.
2.2 Raster plots for stimulus with sound pressure level of 56 dB, \( f_m = 100 \text{ Hz} \) and \( f_c = 3000 \text{ Hz} \). Raster plot (1) presents the response of the neuron for unmodulated tone (-inf modulation depth). The modulation depth at raster plot (2) is \(-30 \text{ dB}\) and increases successively by steps of \(5 \text{ dB}\) in the following rasters until raster plot (8) that presents the neuron’s response under full modulation, \(0 \text{ dB}\).

2.3 Expanded raster plot and the corresponding sinusoid that represents the envelope of that SAM with a frequency \( f_m = 80 \text{ Hz} \) and modulation depth of \(-5 \text{ dB}\) with \(76 \text{ dB SPL}\).

2.4 Expanded raster plot and the corresponding sinusoid that represents the envelope of that SAM with a frequency \( f_m = 80 \text{ Hz} \) and modulation depth of \(0 \text{ dB}\) (full modulation) with \(76 \text{ dB SPL}\).

2.5 Raster plot, PSTH, ISI histogram, ISI scattergram, phase histogram and shuffled phase histogram for the level of \(76 \text{ dB SPL} \) and \(-5 \text{ dB}\) modulation depth.

2.6 Raster plot, PSTH, ISI histogram, ISI scattergram, phase histogram and shuffled phase histogram for the level of \(76 \text{ dB SPL} \) and \(0 \text{ dB}\) modulation depth (full modulation).

2.7 P-value of data is \( P = 1.6539 \times 10^{-6} \) and P-value after phase shuffling is \( P_s = 0.4986 \).

2.8 The first critical value is set as \(a = .05\) (blue line) and the second one is set as \(b = 0.025\) (red line). The average of the P-values after shuffling is given by the green line (\( \bar{P}_s = 0.68 \)). All the P-values after shuffling pass the test as they are not lower than the critical value, \( (b) \).
The best fit of the model to the given data was for the parameters
\[ a = 0.1, b = 2, c = -30, d = 100, v_r = -60, v_l = -40, v_{peak} = 35, k = 0.7, C = 100, \]
having \[ I = 220.40 + 5.3 \sin(2\pi 80t) (\mu A/cm^2). \]
The smoothed best fit of the model phase histogram compared with the data phase histogram kernel fit. The minimized error is \( \text{Error} = 0.020. \) The level of additional white Gaussian noise is \( \eta = 2.2. \) The amount of threshold with Gaussian noise is \( \xi = 0.135 \) and \( \zeta = 0.2. \)

Arnold tongues diagram of the modeled neuron. The color bar indicates the amount of VS.

A schematic representation of a Wilson-Cowan oscillator which consists of a pair of excitatory and inhibitory neurons[29].

A demonstration which shows the underlying idea of this paper. We have made use of the normal form theory to reach the canonical model from the Wilson-Cowan model for excitatory and inhibitory neurons. The parameters which describe each model has been shown, too.

Nullclines of the both Wilson-Cowan (black) and Canonical (blue) model. Here \( a = 1, b = c = \omega = 1.7, d = -1, \alpha = 0, \beta = -0.75. \)
3.4 Solutions of the relative phase $\phi$ for different values of $\alpha$. For the two cases of $\alpha < 0$ (damped) and $\alpha = 0$ (critical) the two oscillators become in phase with the relative phase of $\phi = 0$. Obviously the rate of change of $\phi$ for the damped oscillation is greater than the critical one. When $\alpha > 0$ (spontaneous), the two oscillators become anti-phase. In this figure $a = \alpha + 1$, $b = c = \omega = 10$, $d = a - 2$, $\epsilon = 0.1$, $c_1 = c_2 = c_3 = c_4 = \epsilon$, $\beta = A_{21}$ and $\delta = 0.1$. The initial conditions are $r_1 = r_2 = 1$, $\phi_1 = \pi$ and $\phi_2 = \pi/6$. 

3.5 The relative phase ($\phi$) as a function of time for different initial conditions While $C = 0.02$. This is a special case when the relative frequency of the oscillators is zero, which means they oscillate with the same frequency. One can see that they become phase-locked after sufficient time. In this special case, since $\omega = 0$ the fixed relative phase will be $\pi$. 

3.6 The relative phase ($\phi$) as a function of time for different initial conditions while $C = 2$ and $\omega = 1$, so we can see the convergence of the solutions and phase-locking phenomenon. In this special case, since $\omega = 1$ and $C = 2$, the fixed relative phase will be $\sin^{-1}(\frac{1}{2}) = \frac{\pi}{6}$.
Chapter 1

Synchronization and
Mode-locking
1.1 Introduction

Mode-locking is a ubiquitous phenomenon in the auditory system. Recent research has uncovered evidence of mode-locking in single-unit extracellular chopper and onset cells of guinea pigs[2, 25], in the auditory midbrain of the fish Pollimyurus in response to acoustic signals[24, 21, 23] and in saccular hair bundle cells when exposed to periodic mechanical deflections[7]. In order to study the mode-locking behavior of a single neuron one must focus on the periodic external forcing (input) and the resulting neuronal spike pattern (output). In the aforementioned studies sinusoidal stimuli was used, therefore in order to address the phase relations seen in these experiments one can use sinusoidal current injections into the model neuron and then measure mode-locking behavior utilizing an Arnold tongue analysis[16, 27].

A neuron is said to be $n : m$ mode-locked to a periodic stimulus if it fires $n$ action potentials in $m$ cycles of the stimulus, where $n$ and $m$ are positive integers. Phase-locking is defined as 1 : 1 mode-locking. For two mode-locked oscillators the locking condition is as follows[35, 31]:

$$|\phi_{n,m}| < \text{const.},$$

(1.1)

where $\phi_{n,m}(t) = n\phi_1(t) - m\phi_2(t)$ and $\phi_{n,m}$ is the generalized phase difference also known as the relative phase. It is clear that in the case when $n = m = 1$ Eq. (2.1) becomes $|\phi_1(t) - \phi_2(t)| < \text{const.}$. This behavior is indicative of constant phase shift, or phase-locking, which is generally considered the simplest way to describe synchronization[31].

In order to analyze the synchronization of such an oscillator undergoing external forcing, it is constructive to obtain a global map of synchronization regions.
Synchronization between a neuron’s action potentials or spike trains and an external input depends on both the amplitude and frequency of the input. Hence, one can obtain regions on the amplitude-frequency plane that are indicative of mode-locking and synchronization of the two signals i.e. synchronization of the injected periodic signal and the neuronal output. Within these regions, which are commonly referred to as Arnold tongues[31], Eq. (2.1) holds.

In the presence of noise, synchronization still occurs. However, in order to measure the stability of the synchronized states one must introduce a measure. This can be done using vector strength (VS) so that synchronization can be measured both with and without the presence of noise in this model. The VS takes a value of 1 if all spike occur at one precise point and 0 for a uniform distribution of phases across the stimulus cycle. The VS gives a good indication as to whether a phase preference exists in the data both with and without noise [25]. There have been studies to measure the stability of the mode-locked patterns using different neuronal models such as Morris-Lecar [30] and leaky integrate and fire (LIF) neurons [15]. Here we measure the stability of the mode-locked states using Izhikevich model.

Arnold tongue diagrams have been produced for Hodgkin-Huxley models[26, 18] and LIF neurons[25]. This is the first paper which utilizes and reports Arnold tongue diagrams for single Izhikevich neurons. Additionally, Arnold tongues are provided for neurons both with and without the presence of noise. The main advantage for computing Arnold tongues with Izhikevich model is the computational and relatively high speed of processing.

In this paper, first we explain the neuronal model (Izhikevich 2003) that will be utilized. We then present a brief description of Class-1 and Class-2 excitable
neurons and obtain Arnold tongues for both classes of excitability. Then we computed the Arnold tongues for the deterministic case and show examples of mode-locking. The formation of harmonics and sub-harmonics in the frequency response of the neuron were then analyzed for some example points in the mode-locking regions. Next we considered mode-locking in the presence of noise. This was done by computing the vector strength to measure the stability of the corresponding mode-locking regions of the Arnold tongues. This analysis was then continued for the noisy model which more accurately simulates biological conditions. The computational and analytic tools developed here can also be applied to physiological spike trains for any type or class of neuron.

1.2 Model and methodology

Izhikevich model

One of the most significant and influential models in computational neuroscience is the Hodgkin-Huxley model of the squid giant axon[12]. This model captures the generation of action potentials by modelling the inward and outward currents into a neuron through voltage-gated ion channels. In general it consists of four coupled non-linear differential equations and many parameters that depend on the electrophysiology of the neuron under study. These parameters are usually obtained by experiment. Hodgkin-Huxley model is complete but not computationally economical.

The spiking model of Izhikevich is a canonical model based on the Hodgkin-Huxley model, with reduced dimensionality. This simple model consists of two
coupled nonlinear differential equations that give the time evolution of the components of the system in phase space [14]:

\[ \dot{v} = 0.04v^2 + 5v + 140 - u + I(t) \quad \text{and} \quad \dot{u} = a(bv - u) \quad (1.2) \]

\[ \text{if } v \geq 30 \text{ mV then } v \leftarrow c, \quad u \leftarrow u + d \]

where \( v \) is the membrane potential (in mV), \( u \) is the membrane recovery variable which accounts for the activation of \( K^+ \) ionic currents and inactivation of \( Na^+ \) and \( I \) is the injected current to the neuron. \( u \) provides negative feedback to \( v \). The coefficients are chosen such that both membrane potential \( v \) and \( t \) are represented in millivolts and milliseconds, respectively. Different values of the parameters \( a, b, c, d \) in the model correspond to known types of neurons[14]. This reduced model is derived based on an approximation of the nullclines of the Hodgkin-Huxley model. The Izhikevich model is simple yet incredibly precise, and has broad applications to almost all types of neurons. It exhibits firing patterns of all known types and is efficient in large-scale simulation of cortical networks[14]. In order to be more realistic, so that the model can be applied to biological systems, it is preferable to work with another version of the Izhikevich model which is derived based on current-voltage relations. Hence we represent the equivalent form of system of equations in (1.2):

\[ C\dot{v} = k(v - v_r)(v - v_l) - u + I(t) \quad \text{and} \quad \dot{u} = a[b(v - v_r) - u] \quad (1.3) \]

\[ \text{if } v \geq v_{\text{peak}} \text{ then } v \leftarrow c, \quad u \leftarrow u + d \]
where $C$ is the membrane capacitance (in $nF$), $v_r$ is the resting membrane potential, $v_t$ is the instantaneous threshold potential and $v_{peak}$ is the spike cutoff value. $a$ is the recovery constant, $c$ is the voltage reset value, and $d$ is the parameter that describes the total flow of ionic current during the spike and affects the after-spike behavior[12].

As introduced by Izhikevich[12] the sum of all slow currents that modulate the spike generation mechanism is represented by the phenomenological variable $u$. Depending on sign of $b$, $u$ is either an amplifying (for $b \leq 0$) or resonating (for $b \geq 0$) variable that defines the class of excitability.

**Different classes of neurons**

A simple but useful criterion for classifying neuronal excitability was suggested by Hodgkin [10]. He discovered by stimulating a cell by applying currents of various strength that when the current was weak the cell was quiet, conversely when the current became strong the cell began to fire repeatedly. Thus, he divided neurons into two classes according to the frequency of emerging firing: class-1 neural excitability, in which action potentials can be generated with arbitrarily low frequency that increases in accordance with the applied current, and class-2 neural excitability, where action potentials are generated in a certain frequency band that is relatively insensitive to changes in the strength of the applied current. These two classes are reproduced by changing the parameters of Izhikevich model in Figs. 1a and 1b.

As was described earlier, the sign of $b$ determines the neuron’s excitability class i.e. one can covert from an integrating regime to a resonating regime by changing
the sign of b. Class-1 neurons, such as regular spiking cortical pyramidal neurons, are monostable integrators i.e. the resting state disappears through a saddle-node on an invariant circle (SNIC) bifurcation. Conversely, Class-2 neurons, such as inferior colliculus cells in the auditory system of the rabbits[3], are bistable resonators[12] i.e. the resting state loses stability via a subcritical Andronov-Hopf bifurcation. One of the reasons of using this classification is its importance and usefulness to understand the emergence of frequency components of neuronal output (harmonics and sub-harmonics) which are computed in section 1.3.

![F-I curve plots](image)

Figure 1.1: (a) F-I curve for a class-1 neuron plotted for an Izhikevich neuron (Eq. 1.3) with parameters $a = 0.03, b = -2, c = -50, d = 80, C = 100nF, v_r = -64mV, v_t = -40mV, v_{peak} = 35mV$ and $k = 0.7$. (b) F-I curve for a class-2 neuron plotted for an Izhikevich neuron with parameters $a = 0.1, b = 2, c = -30, d = 100, C = 100nF, v_r = -60mV, v_t = -40mV, v_{peak} = 35mV$ and $k = 0.7$. 
1.3 Results

To study mode-locking we inject the neuron with an external stimulus that includes a direct current $I_{DC}$ and an alternating current that for our purpose is $I_{AC} = A \sin(\omega t)$ where $\omega = 2\pi f$ with $f$ as the stimulus frequency in Hz. $I_{DC}$ was present to ensure that the neuron was in the firing state. Thus, the value of $I_{DC}$ should be determined by Fig. (1.1) i.e. it should be selected such that the neuron is in the firing state.

1.3.1 Arnold Tongues Diagram for Class-1 Neuron

We computed synchronization families for $n, m \in \{1, 2, 3, 4, 5\}$. Fig. (1.2) shows the regions of amplitude-frequency plane where different mode-locking ratios can be observed. This plot represents the mode-locked regions as a function of the amplitude and frequency of the sinusoidal forcing, with the direct current of $I_{DC} = 62 \mu A/cm^2$. As mentioned previously, the n:m ratio is indicative of a mode-locked state. For example, for stimulus amplitudes and frequencies corresponding to the orange region the neuron exhibits $3 : 1$ mode-locking.

For each element of the amplitude-frequency matrix that forms the plane, we simulated the model for 10 seconds. Then in order to have a stable firing pattern of the neuron, the last 5 seconds of the spiking pattern and corresponding stimulus were considered. If Eq. (2.1) is satisfied, this particular element takes the value of $n : m$, otherwise it takes zero. The same procedure is done to find the other elements of the matrix and form the whole plane in Figs. (1.2) and (1.5). Note that using Eq. (2.1) in a computer code requires defining a tolerance zone, i.e. the constant value defined on the RHS can be any number less than a tolerance zone.
Figure 1.2: Arnold tongues diagram for a class-1 Izhikevich neuron driven by an external sinusoidal forcing that corresponds to the neuron with the F-I curve and parameters shown in Fig. 1.1a. The DC current is 62 (µA/cm²).

defined by the user.

We demonstrated the time series of the spiking pattern plus the frequency spectrum of the spike trains for the two different points of this diagram which, as previously mentioned, correspond to two different amplitude and frequencies of the stimulus. For $A = 45\mu A/cm^2$ and $f = 7.5 Hz$, we have 3 : 2 mode-locking that is presented in Fig.(1.3a). For the corresponding values of $A$ and $f$, frequency spectrum of the output has been computed by a Fourier transform and presented in Fig.(1.3b) as well. The sharp peak observable in Fig.(1.3b) corresponds to the driving frequency of the neuron, i.e. the frequency of the sinusoidal input (7.5Hz). There are peaks that are multiples of this driving frequency, which present the
harmonics of the input. Also, there is a smaller ratio of the driving frequency that corresponds to a sub-harmonic of the input. This example of a $3:2$ mode-locking state has a sub-harmonic frequency of $3.75\,Hz$ which was calculated by dividing the deriving frequency by 2. (the denominator of the mode-locked state).

![Figure 1.3: 1st example, 3 : 2 mode-locked pattern (a) Time series diagram of a sinusoidal stimulus with amplitude of $A = 45\mu A/cm^2$ and frequency of $f = 7.5\,Hz$ (blue) and the corresponding spike pattern (red) (b) Frequency spectrum of the spike pattern corresponding to a sinusoidal stimulus with amplitude of $A = 45\mu A/cm^2$ and frequency of $f = 7.5\,Hz$).]

Another example is $A = 20\mu A/cm^2$ and $f = 5\,Hz$. The corresponding input-output time series and frequency spectrum of the output can be seen in Fig. (1.4).

The formation of harmonics can be observed in Fig. (1.4b). However, there are no sub-harmonics observed here since the denominator of the mode-locked state is 1.

### 1.3.2 Arnold Tongues Diagram for Class-2 Neuron

Next, we compute Arnold tongues for a class-2 neuron, Fig. (1.5). In class-2 neurons action potentials are generated in a certain frequency band, which are not
highly dependent on the applied current (Fig. 1.1b). Hence the tongues in Fig. (1.5) are not tilted as much as the tongues in Fig. 1.2. Furthermore, the tongues occur at relatively higher frequencies (refer to x-axis) than the class-1 neuron. This is consistent with the fast spiking behavior of class-2 neurons, Fig. 1.1b. Again we consider two example points of this diagram in order to visualize the mode-locked behavior. The corresponding time series and frequency spectra are given in Figs. (1.6) and (1.7).

Note the formation of harmonics and sub-harmonics again. The amplitude of sub-harmonics are much greater and more dominant than those seen in class-1 neurons. In Fig. (1.6b) we have the sub-harmonic of the driving frequency $37.5 \text{ Hz}$, which corresponds to $75/2$ (driving frequency divided by the denominator of the mode-locked state). In the case of Fig. (1.7b), which depicts the mode-locked region of $2 : 3$ (smaller than 1), sub-harmonic construction is even more dominant.
Figure 1.5: Arnold tongues diagram for a class-2 Izhikevich neuron driven by an external sinusoidal forcing that corresponds to the neuron with the F-I curve and parameters shown in Fig. 1.1b. The DC current is (120 \mu A/cm^2).

than in the case of Fig. (1.6b), additionally it is also greater in amplitude than the subsequent harmonics. In Fig. (1.7b) we have two observed sub-harmonics at 60 and 120 Hz. The first one is the driving frequency divided by 3 (180/3 = 60 Hz) and the second one is 2 \times 60 = 120 Hz, since the numerator of the mode-locked state is 2.

As has been previously studied[11, 13, 12] resonators and integrators differ in the way they respond to input. In monostable integrator neurons (Class-1), whose quiescent state disappears through a SNIC bifurcation, the neuron can fire with an arbitrarily low frequency. Conversely, in bistable resonator or integrator neurons (Class-2) the resting potential loses stability via either a saddle-node, subcritical
Figure 1.6: 1st example, 3 : 2 mode-locked pattern (a) Time series diagram of a sinusoidal stimulus with amplitude of $A = 120 \mu A/cm^2$ and frequency of $f = 75 Hz$ (blue) and the corresponding spike pattern (red) (b) Frequency spectrum of the spike pattern corresponding to a sinusoidal stimulus with amplitude of $A = 110 \mu A/cm^2$ and frequency of $f = 75 Hz$.

Figure 1.7: 2nd example, 2 : 3 mode-locked pattern (a) Time series diagram of a sinusoidal stimulus with amplitude of $A = 120 \mu A/cm^2$ and frequency of $f = 180 Hz$ (blue) and the corresponding spike pattern (red) (b) Frequency spectrum of the spike pattern corresponding to a sinusoidal stimulus with amplitude of $A = 120 \mu A/cm^2$ and frequency of $f = 180 Hz$.

or supercritical Andronov-Hopf bifurcation, i.e. the neuron acts similarly to a bandpass filter in that it extracts the frequencies which correspond to resonant frequencies. This information can be related to our observations and help explain
why sub-harmonics formation in Class-2 neurons can be more dominant than in Class-1 neurons. The firing frequencies give in F-I curves (Fig. 1.1) depend on factors beside the type of bifurcation of the resting state. Particularly low-frequency firing can be observed in class-2 neurons [12]. Neurons that undergo Hopf bifurcation show damped oscillations, while the ones that undergo saddle node bifurcation on or off an invariant circle do not exhibit such oscillations. The small amplitude oscillations make the neurons to resonate to the driving frequency.

1.3.3 Computing Arnold tongues based on vector strength

The methods used in the above analysis work well for a deterministic model, however they begin to break down when noise is applied to the model. We use the spiking model of Izhikevich, including threshold and additive noises \( \xi(t), \zeta(t) \) and \( \eta(t) \) respectively:

\[
\begin{align*}
C\dot{v} &= k(v - v_r + \zeta(t))(v - v_t + \xi(t)) - u + I_{DC} + I_{AC} + \eta(t) \\
\dot{u} &= a[b(v - v_r) - u] \\
\text{if } v \geq v_{\text{peak}} \text{ then } v &\leftarrow c, \ u \leftarrow u + d
\end{align*}
\]

In addressing this more realistic situation we consider vector strength (VS). As mentioned previously, VS takes on a value near 1 when the neuronal spike events always occur at the same phase of the stimulus and vanishes for equally distributed spike times.

The vector strength quantifies the amount of periodicity in a neuronal response to a given periodic signal. The neuronal response is denoted by a sequence of spike times \( \{t_1, t_2, ..., t_n\} \) where in general \( n \gg 1 \). \( t_j \) is defined for \( 1 \leq j \leq n \). VS is the
length of the synchrony vector\cite{36}: 

\[ VS = \frac{1}{n} \left| \sum_{j=1}^{n} e^{-i\omega t_j} \right| \]  

(1.4)

Here, \( \omega = \frac{2\pi}{T} \) denotes an angular frequency for some period \( T \). Eq.\,(1.4) transforms the spike times \( t_j \), or more precisely the dimensionless times \( t_j/T \) onto a circle with radius 1.

As previously mentioned, deterministic computation we introduced in the previous sections cannot be utilized in the presence of noise. The advantage of using VS based Arnold tongues is that it can be used for noisy model. However there exists a fundamental problem that VS can only be used to analyze 1 : 1 mode-locking\cite{35}. Nevertheless, we suggest an idea that lets us extend this method to all mode-locked states by considering the pattern existence, i.e. to use Eq. 1.4 by substituting the time of the first spike per period. Using VS in this way is akin to 1:1 mode-locking analysis, and can be done by looking at the interspike interval scattergrams.

Interspike intervals (\( ISI = t_{j+1} - t_j \)) can be plotted successively so that they form ISI scattergrams. Figs.(1.8) and (1.9) show some examples of ISI scattergrams for different mode-locked states and their corresponding spike trains. If the model is deterministic (no noise) the clusters in ISI scattergrams shrink to number of points corresponding to the \( n \) number of spikes per \( m \) periods of stimulus. In the presence of noise, however, there tends to be clusters of points bound in regions around the deterministic points. The boundaries around these points can be defined in a way that yields the area of clusters depending on the level of noise. This allows us the compute the mode-locked regions in the presence of noise. The smaller the cluster the bigger VS and consequently the higher stability.
of the mode-locked strength.

Figure 1.8: An example of a 1:1 mode-locked state without noise (a) spike trains and (b) the corresponding ISI scattergram. After adding the white Gaussian noise with $\mu = 0$ and $\sigma^2 = 5$ (c) the mode-locking pattern becomes less stable and the corresponding ISI scattergram (d) is not a well defined point anymore.

The number of clusters tells us the denominator of the mode-locking ratio. We chose only one of the clusters, and then measured VS over the whole time of recording only for that cluster. The method to choose the preferred cluster in ISI scattergrams is analogous to select the preferred phase around a mean value on a
Figure 1.9: An example of a 2:1 mode-locked state without noise (a) spike trains and (b) the corresponding ISI scattergram. After adding the white Gaussian noise with $\mu = 0$ and $\sigma^2 = 5$ (c) the mode-locking pattern becomes less stable and the corresponding ISI scattergram (d) is not two well defined points anymore.

circle defined by a radius that its magnitude is equal to VS. Fig. 1.10 shows the phase analogue of the ISI scattergram in Fig. 1.9d. We find the mean value of the smaller angle $\phi$, which corresponds to the center of one of the clusters by $\phi = \omega t$ and choose a window $\delta \phi$ that is defined by user. This $\delta \phi$ is related to the radius of
the already chosen cluster by $\delta \phi = \omega \delta t$. Note that we are allowed to do this since the relationship between the angle $\phi$ and time $t$ is linear. In this case, even under noisy conditions there will still be synchronization, albeit with less stability than the deterministic model.

![Unit circle](image)

Figure 1.10: Unit circle that is used to find the smallest phase, $\phi$. The window $\delta \phi$ is defined by user and indicates the radius of the cluster under study in the ISI scattergram, Fig. 1.9d.

Fig.(1.11) illustrates the evaluated Arnold tongues based on VS concept for class-1 neuron both with and without noise. In the same fashion we obtained VS based Arnold tongues for class-2 neuron in Fig.(1.12). It can be seen that the deterministic VS based Arnold tongues (Figs. (1.11a) and (1.12a)) confirm Figs. (1.2) and (1.5) as having the same shape and structure. The boundaries of different mode-locking regions are the same. In the presence of noise (Figs. (1.11b) and (1.12b)), it is observed that the tongues edges (boundaries) become less distinct and some of the tongues (e.g. 5 : 4) completely disappear. In this process it appears that the tongues corresponding to $n : m$ mode-locked states with $n > m$ are more stable than those with $n < m$. 
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Figure 1.11: VS based Arnold tongue diagram of a class-1 neuron in the presence of noise. Time step for computing the Izhikevich model is $dt = 0.05\, ms$. The color code represents the amount of vector strength. Note how the different mod-locked states lose their stabilities with the addition of noise compared with Fig. 1.2.

Figure 1.12: VS based Arnold tongue diagram of a class-2 neuron in the presence of noise. Time step for computing the Izhikevich model is $dt = 0.05\, ms$. The color code represents the amount of vector strength. Note how the different mod-locked states lose their stabilities with the addition of noise compared with Fig. 1.5.
1.4 Conclusion

Using Izhikevich neurons, we have constructed a deterministic model which simulates the mode-locking of a single neuron to external sinusoidal forcing. However, real neurons have noisy responses. Traditional approaches cannot be directly applied here, so we developed a novel approach using a modified vector strength method in order to account for the stochastic nature of the system. Employing this method, we constructed Arnold tongue diagrams for a stochastic system in which we examined how the presence of noise influenced the degree to which mode-locking was observed.

This is of importance because neural encoding in the auditory system is inherently noisy[4, 21, 27]. Inner hair cell (IHS) receptor potentials follow oscillatory motion, but are low-pass filtered[4, 7]. There is stochastic neurotransmitter release between IHS and auditory nerve fibers (AN) and the resulting action potentials reflect the time-varying nature of IHC membrane oscillations. AN fibers project to cochlear nucleus (CN) of the brainstem. The stellate cells in CN include choppers and onsets which differ in timing of the firing in response to periodic stimuli. This sensory coding includes mode-locking phenomenon and is also observable in higher levels of the auditory system such as inferior colliculus (IC) [3]. In order to understand and address these complex interactions, Arnold tongue diagrams of the cells aforementioned give us a global map in parameters space that could be used in justifying the observations.

Computational techniques used to investigate mode-locking have become an important tool in the analysis of synchronization. Recent investigations into periodic forcing have provided a wealth of information regarding the processing of
temporal information and the characteristics of synchronization[19, 26]. Arnold tongues and other bifurcation structures in phase space can help us explain the neuronal behaviors seen in auditory signal processing neurons such as those in the cochlear nucleus[25] and inferior colliculus.

The conclusions and methods presented here will be applied in the study of physiological data[25]. Utilizing raster plots containing spike times of neurons in response to a stimulus, we will fit the parameters of this model to period histograms produced from this data. Applying this methodology, we will construct the Arnold tongues of the particular neuron under study.
Chapter 2

Evidence of Mode-locking in Auditory System and Predictions of Arnold Tongues
2.1 Introduction

Many studies have shown that phase-locking occurs in different cell types of the auditory system. The neuronal responses to sound stimuli are not passive responses, we must consider the dynamics of the neuron and its interaction with the environment. For example, Laudanski et al. (2009) showed responses that resemble mode-locked responses in different cells of the auditory system. These observations suggest that a dynamical process affects the response of neurons to a stimulus.

Here we use different sets of data to study mode-locking behavior in the auditory system. One set was recorded from rabbit inferior colliculus neurons, and the other set is from cochlear nucleus neurons in a dial-anesthetized cat. Sensitivity to AM has been investigated extensively in humans because fluctuations in amplitude represent an important form of temporal information in speech, music, and environmental sounds[6]. The inferior colliculus (IC) is a key location for studying AM coding because it is the first location in the ascending pathway where rates are tuned to AM frequency[3, 16].

Mode-locking constitutes a general description of discharge patterns synchronized to periodic stimulation. Mode-locking results from the interaction between the dynamics of a nonlinear oscillator and a periodic stimulus[25]. For example, we can think of a neuron in a given layer of the auditory system as a nonlinear oscillator, which responses to a periodic stimulus such as a tone, click train or sinusoidally amplitude modulated (SAM) stimulus. This response may be "locked" to the stimulus in terms of the mode of oscillation, i.e. the oscillation of the neuron and the corresponding spike train have the same mode, or an integer ratio of the mode, of oscillation as the stimulus. In other words a neuron is $n : m$ mode-locked.
to a periodic stimulus if it fires $n$ spikes per $m$ cycles of the stimulus, where $m$ and $n$ are arbitrary integers. The locking condition reads[35]:

$$|\phi_{n,m}| < \text{const}, \quad (2.1)$$

where $\phi_{n,m}(t) = n\phi_1(t) - m\phi_2(t)$ and $\phi_{n,m}$ is the generalized phase difference, or relative phase. The definition of synchronization in noisy and/or chaotic systems is not trivial. It has been shown that the notion of phase can generally be introduced for chaotic systems as well, and phaselocking in the sense of Eq. (2.1) can be observed [32].

We make use of the Arnold tongues diagrams to help understanding the organization of the responses to SAM tones across a range of amplitudes and frequencies. Arnold tongues are regions of the parameter space (amplitude-frequency plane) that specify the stable bounded regions where the response of the neuron is locked to the stimulus for any given ratio of modelocking.

The physiological data was analyzed by producing the ISI histogram, ISI scattergram and phase histograms[25]. We shuffle the phase histograms to check the p-value of the Rayleigh test, a statistical test to test the hypothesis that the responses are due to chance. For data that passed the test, we modeled the phase histograms by fitting the parameters of the model to the recordings. Having these parameters, Arnold tongues of the model neuron are computed by using VS method described in chapter 1.
2.2 Methodology

Experimental Data Collection and Neural Recordings

One data set is the SAM tone responses of inferior colliculus neurons in the awake rabbit. The analysis strategy presented here was tested on the responses of an inferior colliculus neuron (IC) in the awake rabbit in response to SAM stimuli. This data set was recorded as part of a study of physiological responses to SAM stimuli, in which the methods are described in detail[3]. Briefly, extracellular recordings were made the IC using tetrodes. Single neurons were isolated by sorting spikes based on the shapes of the waveforms[33]. Acoustic stimuli were presented to the ear contralateral to the recording site using a Beyer Dynamic earphone fit to a custom earmold. Stimuli were calibrated with a probe-tube microphone (Etymotic ER-7C). The frequency to which each cell responded most strongly (best frequency; BF) was characterized using tones presented across a range of frequencies and sound levels. Then 100-modulated SAM stimuli with a carrier frequency, $f_c$, matched to the BF were used to identify the neuron’s best modulation frequency (BMF). Finally, recordings were made with $f_c = BF$ and $f_m = BMF$ for modulation depths, $m$, from -30 to 0 dB (i.e. $20 \log m$).

The stimulus had a carrier frequency of 3000$Hz$, which is approximately the cell’s best frequency. Stimulus level was 76 dB SPL. Modulation frequency was 80 $Hz$ sinusoidal and modulation depths ranged from -30 to 0 dB in 5 dB steps, plus ”-Inf” which was the response to an unmodulated tone. In another experiment on the same cell, the stimulus level was 56 dB SPL with modulation frequency at 100 $Hz$ having the same carrier frequency. The raster plots of the neuron under two different settings mentioned above are presented in Figs. 2.1 and 2.2.
Figure 2.1: Raster plots for stimulus with sound pressure level of 76 dB, $f_m = 80 \text{ Hz}$ and $f_c = 3000 \text{ Hz}$. Raster plot (1) presents the response of the neuron for unmodulated tone (-inf modulation depth). The modulation depth at raster plot (2) is $-30 \text{ dB}$ and increases successively by steps of $5 \text{ dB}$ in the following rasters until raster plot (8) that presents the neuron’s response under full modulation, $0 \text{ dB}$. 
Figure 2.2: Raster plots for stimulus with sound pressure level of 56 dB, \( f_m = 100 \) Hz and \( f_c = 3000 \) Hz. Raster plot (1) presents the response of the neuron for unmodulated tone (-inf modulation depth). The modulation depth at raster plot (2) is \(-30 \) dB and increases successively by steps of 5 dB in the following rasters until raster plot (8) that presents the neuron’s response under full modulation, 0 dB.
Model

We used the noisy spiking model of Izhikevich explained in chapter 1, section 1.3.3.

Data Analysis

_Synchronization measures:_

*phase histograms, vector strength and Arnold tongues*

To study the mode-locking behavior of a single neuron, we must focus on
phase relations between the periodic external forcing to a neuron (input) and
its spike pattern (output). To address these phase relations in experiments in
which sinusoidal amplitude modulated tones have been used[3, 25], we can mimic
the SAM stimulus with a single sinusoidal wave at the modulation frequency,
because the phase of the carrier is not changed by amplitude modulation[16]. As
we described in chapter 1 with details, mode-locked spike trains can be described
through their sequence of ISI, $ISI_n = T_{n+1} - T_n$ [25]. A mode-locked sequence is
thus defined by a set of $n$ phases, which repeats every $mT$, where $T$ is the stimulus
period. The presence of ISI patterns can be displayed using ISI scattergrams,
explained in chapter 1. Because a periodic sequence of $p$ ISIs is constituted of
ordered pairs of ISIs, the sequence appears as a set of $n$ points.

Displaying preferred ISI pairs with ISI scattergrams does not necessarily con-
firm mode-locking in data. Scattergrams are only useful to show that there is a well
defined pattern in the spike train. However, for the spike train to be mode-locked
the timing of spikes need to match _both_ the phase and ISI description of mode-
locked discharges. For each data set we not only constructed the ISI histograms
and scattergrams, but also the phase histograms.
To analyze the synchronization of an oscillator with an external forcing, it is constructive to do the analysis such that we can obtain a global map of synchronization regions or Arnold tongues, as described earlier in chapter 1. We compute Arnold tongues in the presence of noise by computing vector strength for each amplitude and frequency of the stimulus. The advantage of using VS-based Arnold tongues is that they can be used for noisy models and data.

**Importance of phase shuffling and Rayleigh statistical test**

To check if the observations obtained by phase histograms are not due to chance, we use the Rayleigh statistical test. This test provides a value ($P$) that suggests if we are allowed to reject the null hypothesis. Null hypothesis ($H_0$) means the parent population is uniformly distributed (randomness). In other words, if the randomness in our data is very small and the observation is not due to chance, the value of $P$ is very small ($P << 1$). Therefore if we shuffle the spike times that are given in the raw data they should result in a flat phase histogram, suggesting no preferred phase(s). After phase histograms are produced, we shuffle the ISI intervals and obtain a new phase histogram. If the new phase histogram has a $P$-value much less than the $P$-value of the first histogram, then we are sure that this is not a process that comes by chance[25]. Phase shuffling removes the main peaks of the histogram and produce an almost flat one.

We need to run the Rayleigh test many times to see if it always happens and that mode-locking is a unique phenomenon. In our data we repeated the test for 1000 times to assure that all the $P$-values after phase shuffling are greater than the critical value.

After that we confirm mode-locked responses of neurons to associated stimuli,
we use the spiking model to fit phase-histograms of data. While we find proper parameters to describe the neuron behavior throughout the fitting process, we construct the Arnold tongues of the specific neuron. This strategy is not only important to give a measure of mode-locking but also useful for prediction; after having the Arnold tongues of the neuron under study, we could guess any other possible response to an arbitrary amplitude and frequency of the stimulus.

2.3 Results and Discussion

**Spike timing and mode-locking in response to periodic stimulation**

In the recording described in experimental data collection section, we observe responses of an awake rabbit inferior colliculus cell stimulated by an amplitude-modulated sound with the level of 76 dB SPL, carrier frequency of $f_c = 3000 \text{ Hz}$ and modulation frequency of $f_m = 80 \text{ Hz}$, as presented in Fig. 2.1. The raster plots of the two modulation depths $-5$ and $0 \text{ dB}$ represented in Fig. 2.1 as number 7 and 8, are given in Figs. 2.3 and 2.4, respectively. As described in methodology section, to illustrate mode-locking since we only deal with the phase of each oscillator, we can represent the AM stimulus by a sinusoidal wave at the frequency of modulation. In Figs. 2.3 and 2.4 the corresponding sinusoidal wave at $f_m = 80 \text{ Hz}$ is presented under the neuron’s raster plots.

In order to observe a pattern existence in the neuron firings, we construct a peristimulus time histogram (PSTH) that shows the number of firings for each period of stimulus vs. time given in Figs. 2.5 and 2.6 (bottom left corner). One can observe that most of the firings happen in a 2 : 1 fashion, meaning that for each period of the AM there are two neuron firings. However, this does not necessarily
Figure 2.3: Expanded raster plot and the corresponding sinusoid that represents the envelope of that SAM with a frequency $f_m = 80\text{Hz}$ and modulation depth of $-5\text{dB}$ with 76 dB SPL.

Figure 2.4: Expanded raster plot and the corresponding sinusoid that represents the envelope of that SAM with a frequency $f_m = 80\text{Hz}$ and modulation depth of 0 dB (full modulation) with 76 dB SPL.
mean that the phase of the neuron’s spikes are locked to certain phases of stimulus. To show that there is mode-locking, we construct the ISI histograms and ISI scattergrams of the data given in Figs. 2.5 and 2.6 (middle) along with the phase histograms (top right corner). The two main clusters observed in ISI scattergram suggest the numerator of the pattern??, which in this case is 2, but cannot tell us anything about the denominator. We still need another statistical tool that shows the pattern is locked to the stimulus and is not changing over periods of stimulus oscillations (mode-locking phenomenon). This is done by obtaining the phase histogram of the data, Figs. 2.5 and 2.6 (top right corner). The advantage of the phase histogram (period histogram) is that it shows the number of firings that happen at a certain phase over the stimulus duration.
Figure 2.5: Raster plot, PSTH, ISI histogram, ISI scattergram, phase histogram and shuffled phase histogram for the level of 76 dB SPL and −5 dB modulation depth.
Figure 2.6: Raster plot, PSTH, ISI histogram, ISI scattergram, phase histogram and shuffled phase histogram for the level of 76 dB SPL and 0 dB modulation depth (full modulation).
Mode-locking criteria, test of randomness

The blue histogram in Fig. 2.7 is the initial phase histogram and the green one is obtained after shuffling the spike times. One can see the preferred phases disappear after shuffling the spike times. By using MATLAB circular statistics toolbox[1] the P-value of the test before shuffling is computed to be $P = 1.6539 \times 10^{-6}$. After shuffling, this value becomes much higher, $P_s = 0.4986$, suggesting the randomness and uniformity of the phase distribution.

We do the Rayleigh test 1000 times and the average of the P-values after all phase shufflings is $\bar{P_s} = 0.68$. The results are shown in Fig.2.8 along with two critical values $a = 0.05$ and $b = 0.025$. There is only one $P_s$ less than $a$ and no observation of $P_s$ less than $b$, which means the test of randomness is successful.

This shows that $2:1$ mode-locking happens in our data, the neuron’s response pattern is $2:1$ locked to the envelope of the SAM stimulus.
The first critical value is set as $a = 0.05$ (blue line) and the second one is set as $b = 0.025$ (red line). The average of the P-values after shuffling is given by the green line ($\bar{P}_s = 0.68$). All the P-values after shuffling pass the test as they are not lower than the critical value, $(b)$. 

**Fitting data phase histogram with the model**

Referring to the noisy model introduced in chapter 1, we see there are number of parameters we need to set for the neuron under study. Some are neuron parameters and the others are stimulus parameters. Starting from stimulus parameters we have $I_{DC}$, $I_{AC}$ and $f$. We know that $f = f_m$. So the there remains $I_{DC}$ and $I_{AC}$. The phase histogram suggest 2:1 locking, which means the firing rate of the neuron should be around twice of $f_m$, which is about 160Hz. Referring to Figs. 1.1 we see that the cell belongs to class-2 category as to have $f = 2f_m$ it requires $I_{DC} = 220.4$ which cannot be handled by a class-1 neuron. So we set the values of the neuron parameters equal to a fast spiking neuron suggested by Izhikevich[12]. For $I_{AC}$ we try to chose it within a limit that does not change the firing rate of the neuron, by referring to Fig. 1.1b. We found it by try and error to be 5.3. Now
the only remaining parameters are the noise parameters $\eta$, $\zeta$ and $\xi$. The additive noise $\eta$ does not alter the model phase histogram dominantly, so it could be fixed. The only remaining variables are then $\zeta$ and $\xi$.

We define the vector $x$ as a vector that contains the parameters of the model neuron to be evaluated by the fitting process. In order to find the best model neuron parameters that could describe the given data, we minimize the difference between the area under the smoothed fits of the data and model phase histograms, i.e. minimizing the error described by the integral below:

$$x^* = \arg\min_x \left\| \int_{-\pi}^{\pi} [S_{\text{model}}(\phi) - S_{\text{data}}(\phi)] \, d\phi \right\|,$$

where $S_{\text{data}}(\phi)$ and $S_{\text{model}}(\phi)$ are the smoothed fits of the data and model phase histograms respectively. $x^*$ is a vector that contains the parameters we are looking for to minimize the given integral. Note that in our case $x = [\zeta, \xi]$ as we set the other model parameters fixed, described above.

We minimized the fitting error by using the fminsearch routine in MATLAB. This tool finds the minimum of a scalar function of several variables, starting at an initial estimate. This is generally referred to as unconstrained nonlinear optimization. The fitting result is shown in Fig. 2.9.

**Arnold tongues**

The model parameters found from the fitting process can be used to construct the Arnold tongue diagram of the model cell, given the amplitude of direct current injection $I_{DC}$ that was found to be $220.4(\mu A/cm^2)$.

For each element of the amplitude-frequency matrix that forms the plane, we simulate the model for 10 seconds and then we compute VS as described in data.
Figure 2.9: The best fit of the model to the given data was for the parameters $a = 0.1, b = 2, c = -30, d = 100, v_r = -60, v_t = -40, v_{peak} = 35, k = 0.7, C = 100$, having $I = 220.40 + 5.3 \sin(2\pi 80t) (\mu A/cm^2)$. The smoothed best fit of the model phase histogram compared with the data phase histogram kernel fit. The minimized error is $Error = 0.020$. The level of additional white Gaussian noise is $\eta = 2.2$. The amount of threshold white Gaussian noise is $\xi = 0.135$ and $\zeta = 0.2$.

analysis section and chapter 1. Fig. 2.10 shows the regions of the amplitude-frequency plane where different mode-locking ratios can be observed. This plot represents the mode-locked regions as a function of the amplitude and frequency of the sinusoidal forcing, with the direct current of $I_{DC} = 220.4 \mu A/cm^2$. It can be seen that the element corresponds to $A = 5.3(\mu A/cm^2)$ and $f = 80Hz$ falls in 2:1 mode-locked region, as expected by our previous data analysis.
In this chapter mode-locking was observed in an awake rabbit IC neuron and confirmed by the described statistical tests. The confirmed mode-locked state of the neuron falls within the 2 : 1 locking region suggested by the corresponding Arnold tongues of the model neuron. Constructing Arnold tongues is a useful method to predict the other mode-locked regions so that investigators could speculate the behavior of the neuron with respect to periodic external stimuli.
Chapter 3

From Wilson-Cowan to Canonical Model: Analysis of single and Two Coupled Neural Oscillators
3.1 Introduction

Wilson-Cowan model is a model of neural oscillations based on excitatory and inhibitory neural populations. Neurons are called excitatory if they increase the probability of a postsynaptic action potential occurring, and inhibitory if they decrease this likelihood.

![Diagram of a Wilson-Cowan oscillator](image)

Figure 3.1: A schematic representation of a Wilson-Cowan oscillator which consists of a pair of excitatory and inhibitory neurons[29].

According to Hugh D. Wilson and Jack D. Cowan, all nervous processes of any complexity are dependent upon the interaction of excitatory and inhibitory cells [38]. The original model was introduced by Wilson and Cowan in their 1973 paper[38]. Consider an interconnected pair of excitatory and inhibitory neurons as in Fig. 3.1. Each unit in the oscillator represents a local population of neurons, in cerebellum, olfactory cortex, and neocortex. This pair is called Wilson-Cowan neural oscillator, one of the basic mechanisms of the generation of oscillatory activity in the brain[11].

Dynamical system theory is the study of time evolution given by systems of differential equations. The typical focus of the theory is not to solve the differential
equations for general initial conditions, but to study the qualitative behavior. In general they focus on *bifurcations*.

In order to make these terms more understandable, we present some physical analogies. Stability is a fundamental property of a dynamical system, which means that the qualitative behavior of its time evolution is not affected by small perturbations of the trajectory. So, equilibrium phases of thermodynamics corresponds to fixed-points in the dynamics and phase transitions corresponds to bifurcations\cite{34}. Analysis of the transition between states in dynamical models is called bifurcation analysis\cite{37}. Bifurcation analysis is the mathematical term analogous to abrupt and continuous or first and second order phase transitions in physics, particularly statistical mechanics. For example bifurcation parameter is defined as a parameter in a system of differential equation(s) that by changing its value, the system undergoes a qualitative change in its behavior. This is similar to the order parameter in statistical mechanics. A good example can be liquid-gas transitions in studying the phase of materials.

Complex systems can undergo transitions between different dynamical states, especially close to the transition point, show low-dimensional behavior, i.e. even though the system has many degrees of freedom its dynamics can be modeled by a set of a few nonlinear ordinary differential equations\cite{8}. In fact, complex systems can be modeled on different levels and it is sometimes even possible to derive the dynamics on a higher (typically more abstract or microscopic) level of description. In many cases, particularly when transitions between macroscopic patterns occur, the description can be reduced to a low dimensional set of nonlinear ordinary differential equations\cite{8}.

A canonical model is the simplest (in analytical terms) of a class of equivalent
dynamical models, and can be derived using either normal form theory or centre manifold theory. The canonical model we introduce in Eq. (3.4) was derived, using normal form theory, from the Wilson-Cowan model of the interaction between excitatory and inhibitory neural populations[20, 38].

Our goal in this chapter is to produce this derivation by following step-by-step calculations and showing all the mathematical proves. However, the canonical model is generic, so it could also be derived from other models of nonlinear oscillation, including outer hair cell models[17]. Outer hair cells are responsible for the cochlea’s extreme sensitivity to soft sounds, excellent frequency selectivity and amplitude compression. The canonical model uncovers universal properties, making predictions that hold under a rather general set of assumptions[11]. This makes the canonical model especially attractive from the point of view of modelling human perception and behavior[22].

3.2 Models and methodology

Wilson-Cowan Model

Letting $x_i$ and $y_i$ denote activity of $i^{th}$ excitatory and inhibitory neurons, respectively, Wilson-Cowan neural model has the form:

\[
\begin{align*}
\mu_x \dot{x}_i &= -x_i + (1 - \tau_x x_i) S(\rho_x + \sum_{j=1}^{n} a_{ij} x_j - \sum_{j=1}^{n} b_{ij} y_j) \\
\mu_y \dot{y}_i &= -y_i + (1 - \tau_y y_i) S(\rho_y + \sum_{j=1}^{n} c_{ij} x_j - \sum_{j=1}^{n} d_{ij} y_j)
\end{align*}
\]

(3.1)

where $\mu_x, \mu_y > 0$ are the membrane time constants (the time needed for neurons’ voltage level to decay to their resting state) and $\tau_x, \tau_y$ are refractory periods (the
time needed for neurons to get opened again after the last ion transition) of excitatory and inhibitory neurons, respectively. \( a_{ij}, b_{ij}, c_{ij}, d_{ij} > 0 \) for \( i \neq j \) are synaptic coefficients. \( b_{ii} \) and \( c_{ii} \) are synaptic too, since they denote interactions between excitatory and inhibitory neurons within the \( i^{th} \) neural oscillator. \( a_{ii} \) and \( d_{ii} \) are feedback parameters, which can be positive or negative. Parameters \( \rho_x \) and \( \rho_y \) denote the external input from sensory organs and other regions of the brain to the \( i^{th} \) excitatory and inhibitory neurons respectively. \( S \) is a function with sigma shape that is continuous, monotone increasing and satisfies \( S(−\infty) = 0, S(+\infty) = 1 \). For simplicity, we consider the Wilson-Cowan neural model in the special case \( \tau_x = \tau_y = 0 \), i.e. ion channels open immediately and \( \mu_x = \mu_y = 1 \). That is:

\[
\begin{align*}
\dot{x}_i &= -x_i + S(\rho_x + \sum_{j=1}^{n} a_{ij} x_j - \sum_{j=1}^{n} b_{ij} y_j) \\
\dot{y}_i &= -y_i + S(\rho_y + \sum_{j=1}^{n} c_{ij} x_j - \sum_{j=1}^{n} d_{ij} y_j)
\end{align*}
\]

**Normal Form Theory**

Next we use the method of *normal form theory* to reduce the dimensions of the Wilson-Cowan model to our canonical model which has just been described.

*Normal form theory* is one of the two approaches that mathematicians apply to simplify dynamical systems. The other one is *centre manifold theory*. Both of these approaches utilize reducing the dimensions and eliminating the nonlinearity up to the desired order. The method of normal forms can be traced back to the Ph.D. thesis of Poincaré[1929][37]. Normal form theory is one of the most powerful tools for the study of non-linear differential equations, in particular, for stability and bifurcation analysis[39]. The method of normal form provides a way
of finding a coordinate system in which a dynamical system takes the simplest form. Amazingly the structure of the normal forms determined entirely by the nature of the linear part of the vector field or say the differential equation. Computation of normal forms has been restricted to systems which do not have perturbation parameters (unfoldings)[39]. Here we apply Conventional Normal Form theory (CNF) which uses an independent non-linear transformation (that is called: near identity change of variables) to each order. This strategy is based on the fact that changing the coordinates must not affect the stability of the origin. In fact, we will use only coordinate changes that map the origin to itself.

According to local dynamical systems theory (LDS), near the origin the terms of low degree are dominant, so these are the terms which determine the behaviour of the system around the fixed point, in our case, the origin. This is not true for the points far from the origin since at those points the higher order terms are dominant. So we will be interested in the points in the vicinity of the origin, since we are going to work with the simple transformed model which is obtained by the normal form method, the method which has these features [37]:

1- Locality: the coordinate transformations are generated in a neighbourhood of the fixed point.
2- Nonlinear transformation: In general the coordinate transformation will be nonlinear functions of the dependent variables.
3- Dominance of the linear part: The structure of the normal form is determined entirely by the nature of the linear part of the vector field.

We can address the problems for normal form as description and computation problems. In the first, one only describes the simplest form to which any arbitrary system can be reduced and in the latter, one carries out the necessary computations
to simplify the system. Here we do both. Most of the in-depth calculations are presented in the appendices.

**Canonical Model**

A canonical model of Wilson-Cowan model is derived step by step in section 3.3. This canonical model facilitates the study of non-linear time-frequency transformation, which is very important in auditory signal processing[20]. The canonical model is described by the differential equation below:

\[ \dot{z} = z(\alpha + i\omega + \beta|z|^2) + x(t) + O(z^5). \]  (3.3)

where \( z \) is the complex state variable that describes the state of the oscillator under study, \( \alpha \) is the linear damping, \( \beta \) is the non-linear damping parameter and is negative, preventing the amplitude from blowing up when \( \alpha > 0 \), \( \omega \) is the radian frequency and \( x(t) \) is a linear external forcing as a function of time. For the case of single oscillator that we are going to discuss in more detail in section 3.3, the canonical model described by Eq. (3.3). Without considering terms of order higher than cubic becomes:

\[ \dot{z} = (\alpha + i\omega)z + \beta z^2\bar{z}. \]  (3.4)

Here \( \alpha \) acts as a bifurcation parameter for the system which can be either positive or negative valued. It is easy to verify that our bifurcation point is \( \alpha = 0 \). In order to understand the derivation of canonical model and particularly the so-called Hopf normal form out of Wilson-Cowan model we need to apply and use some important mathematical theorems.
Poincaré-Andronov-Hopf normal form

In the absence of stimulation i.e. $x(t) = 0$ in Eq. (3.3), a nonlinear oscillator can display two qualitatively different stable states, both of which depend upon the specific value of the bifurcation parameter, $\alpha$. The transition between a stable equilibrium and a stable limit cycle is called Poincaré-Andronov-Hopf bifurcation. When $\alpha < 0$ the system behaves as a damped oscillator, but when $\alpha > 0$ (negative damping) the system generates a spontaneous oscillation. $\alpha = 0$ is the bifurcation point (also referred to as the critical value of the parameter), the value at which behavior changes from damped to spontaneous oscillation or vice versa. Other kinds of bifurcations that also lead to spontaneous oscillation can be found in this canonical model [9]. Models of neural oscillation often assume spontaneous activity, i.e., $\alpha > 0$. Models of cochlear outer hair cells assume critical oscillation, i.e. $\alpha = 0$, which is based on Hopf bifurcation normal form. It is proposed that, in the mammalian cochlea, the basilar membrane is driven by a set of critical oscillators (most likely identified with outer hair cells) and propagates an active traveling wave and the two-tone response of a critical Hopf oscillator has considerable bearing on human psychoacoustics [5].

Method

In this paper, we start off the translated Wilson-Cowan model and will obtain its conventional normal form for a single oscillator. We will see that the conventional normal form is universal and the Hopf bifurcation emerges out of it and makes the canonical model. The brain, of course, exhibit other behaviours than Hopf bifurcation. In other words this conventional normal form has the potential of
non-Hopf bifurcations and can be used in a desired format, i.e. one can keep or eliminate the higher order terms as long as desired. In this sense this CNF becomes very powerful since it can describe other kinds of bifurcations.

In section 3.4 we do the same process we did in section 3.3, but for two coupled oscillators, so we should consider not only the intrinsic properties of a single oscillator but also the coupling terms which act as an external forcing for each oscillator. Hence, the equations to describe the dynamics of the system of two coupled neurons contain extra coupling terms, and their strength and effect on the whole system can be altered by the coupling coefficient, $\epsilon$.

Finally, in section 3.4.3 we will obtain radial and angular equations that gives us the position and phase of each oscillator on a circular plane.
3.3 Deriving canonical model for single Wilson-Cowan neural oscillator

We start by analyzing single Wilson-Cowan neural oscillator without an external input which means \(i = j = 1\) (so we omit the indices) and set \(\rho_x = \rho_y = 0\) in system of Eqs. (3.2).

A very good example of \(S\) is the tangent hyperbolic function since it satisfies all conditions for \(S\). The translated Wilson-Cowan model that we start with, is:

\[
\begin{align*}
\dot{x} &= -x + \tanh(ax - by) \\
\dot{y} &= -y + \tanh(cx - dy)
\end{align*}
\]

(3.5)

To analyze the system algebraically we can expand the hyperbolic tangent function to the third or even higher orders. The first nonlinear term of the expansion for \(\tanh\) function is in the third order, so we will end up with the translated Wilson-Cowan model expanded to cubic:

\[
\begin{align*}
\dot{x} &= (a - 1)x - by - ax\left(\frac{a^2 x^2}{3} + b^2 y^2\right) + by\left(\frac{b^2 y^2}{3} + a^2 x^2\right) \\
\dot{y} &= -(d + 1)y + cx + dy\left(\frac{d^2 y^2}{3} + c^2 x^2\right) - cx\left(\frac{c^2 x^2}{3} + d^2 y^2\right)
\end{align*}
\]

(3.6)

3.3.1 The Conventional Normal Form

In a general way we want to find the normal form of the translated Wilson-Cowan model 3.6. To this end, we should map the Cartesian coordinates on the complex domain by introducing \(s = x + iy\). By differentiating \(s\) we obtain: \(\dot{s} = \dot{x} + i\dot{y}\).
Now we can replace for $\dot{x}$ and $\dot{y}$ from the system of equations (3.6) to get:

$$\dot{s} = \dot{x} + i\dot{y}$$

$$= \ldots$$

$$= \left(\frac{a - 1 + ic}{2}\right)(s + \bar{s}) + \left(\frac{-1 - d + bi}{2}\right)(s - \bar{s})$$

$$- \frac{a^3}{24}(s + \bar{s})^3 + \frac{b^3}{24}i(s - \bar{s})^3$$

$$+ \left(\frac{ab^2 + icd^2}{8}\right)(s + \bar{s})(s - \bar{s})^2 + \left(\frac{c^2d - ia^2b}{8}\right)(s + \bar{s})^2(s - \bar{s})$$.

Note that the first two terms are linear while the rest are non-linear. We have used the fact that $x = \frac{s + \bar{s}}{2}$ and $y = \frac{s - \bar{s}}{2i}$, since we want the right hand side to be also in terms of $s$ and its complex conjugate.

As an ansatz, we apply the near identity change of variables, i.e. to substitute $s$ by $z$ according to the transformation:

$$s = z + \kappa z^p\bar{z}^q.$$  \hspace{1cm} (3.8)

where $p$ and $q$ are integers that their addition gives us the highest order of non-linearity present in the canonical model and $\kappa$ is a complex number. This is an essential step in the normal form theory which gives us the chance to eliminate desired terms by setting appropriate value for $\kappa$, consequently simplifying the model in terms of nonlinear terms present in the expansion. Finding such value for $\kappa$ is presented in appendix .1.

Rearranging Eq. (3.8) in terms of $z$ yields:

$$z = s - \kappa z^p\bar{z}^q$$

$$= s - \kappa(s - \kappa z^p\bar{z}^q)(\bar{s} - \kappa z^p\bar{z}^q)^q$$

$$= s - \kappa s^p\bar{s}^q + \ldots.$$  \hspace{1cm} (3.9)
If we differentiate this equation we will get an expression for $\dot{z}$. This expression without considering quintic terms and higher ($p + q = 3$) is:

$$
\dot{z} = \dot{s} - pks^{p-1}\bar{s}\bar{s}^q - qks^p\bar{s}\bar{s}^q - 1.
\tag{3.10}
$$

By calculations that are presented in Appendix.1 we obtain conventional normal forms of Wilson-Cowan neural model, depending on the values of $p$ and $q$ (either $p = 1,q = 2$ or $p = 2$ and $q = 1$):

$$
\dot{z}_s = A_1z + A_2\bar{z} + A_{pq}z^p\bar{z}^q
\tag{3.11}
$$

with the coefficients obtained in Appendix.1. We have replaced $\dot{z}$ by $\dot{z}_s$ to show that this normal form is for a single oscillator. Note that this normal form Eq. (3.11) is capable of exhibiting all kinds of bifurcations. As an important example we will show that it exhibits a Hopf bifurcation after some simplifications and calculations which follows.

### 3.3.2 The Normal Form for the Poincare-Andronov-Hopf Bifurcation

In part 3.3.1 we made the transformation of the form $z \mapsto z + h(z, \bar{z})$ where $h$ is a third-order in $z$ and $\bar{z}$. It is shown that[37] for some $h = z^p\bar{z}^q$ at the bifurcation point of Hopf type we must not have $p - q = -1$. This can never happen if $p$ and $q$ are both even numbers. Therefore all even-order terms can be removed from the expansion. For our case, we already didn’t have any even order term in the expansion of tanh function, but this theorem guarantees that even if the expansion of the function $S$ contains even order terms, they can be removed for the special
case of Hopf bifurcation. This condition also suggests us to work only with \( p = 2 \) and \( q = 1 \), so Eq.(3.11) can be written as:

\[
\dot{z} = A_1 z + A_2 \bar{z} + A_{21} z^2 \bar{z}. \tag{3.12}
\]

This is not the simplest normal form for the Hopf bifurcation yet. It is proved\[37]\] that the cubic terms except \( z^2 \bar{z} \) can be eliminated for the Hopf normal form. This is true if and only if:

\[
A_2 = \frac{a + d}{2} + \frac{1}{2} i(-b + c) = 0 \tag{3.13}
\]

which means \( a = -d \) and \( b = c = \omega \) where \( \omega \) is a real number. Substituting these results in the other coefficient \( A_1 \) leads us to:

\[
A_1 = \frac{1}{2} (-2 + d - a) + i \left( \frac{b + c}{2} \right) = (a - 1) + i \omega \tag{3.14}
\]

By introducing \( \alpha = a - 1 \) and \( \beta = A_{21} \), Eq. (3.12) becomes:

\[
\dot{z} = (\alpha + i \omega) z + \beta z^2 \bar{z} \tag{3.15}
\]

which is exactly the canonical model for single oscillator without external input under Hopf bifurcation condition we introduced in Eq. (3.4). Note that the coefficients \( \alpha, \beta \) and \( \omega \) are in terms of Wilson-Cowan model parameters \( a, b, c, d \) and are introduced to avoid the complexity of coefficients. The complete set of coefficients are given in Appendix..1 and one can refer to them for simulations based on canonical model. We can also confirm these results by doing stability analysis which we present next.
3.3.3 Stability Analysis

One way to find the range of the parameters in the model which represents the Hopf bifurcation is to rewrite the system in matrix form and study the Jacobian matrix. The detailed analysis is presented in this section. The linearized translated Wilson-Cowan neural model in matrix form is as below:

\[
\begin{pmatrix}
\dot{x} \\
\dot{y}
\end{pmatrix} =
\begin{pmatrix}
a - 1 & -b \\
c & -d - 1
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix} +
\begin{pmatrix}
f(x, y) \\
g(x, y)
\end{pmatrix}
\tag{3.16}
\]

in which \( f \) and \( g \) are higher order non-linear terms that we can substitute from our original model, expanded to cubic (system of Eqs. (3.6)):

\[
f(x, y) = -ax\left(\frac{a^2x^2}{3} + b^2y^2\right) + by\left(\frac{b^2y^2}{3} + a^2x^2\right) \tag{3.17}
\]

\[
g(x, y) = -cx\left(\frac{c^2x^2}{3} + d^2y^2\right) + dy\left(\frac{d^2y^2}{3} + c^2x^2\right) \tag{3.18}
\]

The coefficient matrix of the linearized system is called the Jacobian matrix and determines the type of the fixed point, its stability and the dynamics in its vicinity[8]. So the Jacobian matrix of the translated Wilson-Cowan model in Eq. (3.6) is:

\[
J =
\begin{pmatrix}
a - 1 & -b \\
c & -d - 1
\end{pmatrix}.
\tag{3.19}
\]

To check the stability of the system and the type of bifurcation at the origin, we need to find the eigenvalues of the system:

\[
\lambda_1 = \frac{1}{2} \left( -2 + a - d - \sqrt{a^2 - 4bc + 2ad + d^2} \right) \tag{3.20}
\]

\[
\lambda_2 = \frac{1}{2} \left( -2 + a - d + \sqrt{a^2 - 4bc + 2ad + d^2} \right) \tag{3.21}
\]

We are interested in the Hopf bifurcation as we mentioned in the introduction. In order to have a Hopf bifurcation at the origin we should have pure imaginary
eigenvalues [8]. This constraint gives us two conditions for our bifurcation parameter, \( a \) (consequently \( \alpha \)).

One constraint comes from the fact that to have pure imaginary eigenvalues, their real part should be zero, i.e. :

\[
\frac{1}{2}(a - d - 2) = 0 \quad \Rightarrow \quad a = d + 2 \quad (3.22)
\]

The second constraint is that the discriminant should be negative to have an imaginary part for the eigenvalues, i.e. :

\[
a^2 - 4bc + 2ad + d^2 < 0 \quad (3.23)
\]

By doing some algebra and make use of the first constraint Eq. (3.22), we get:

\[
1 - \sqrt{bc} < a < 1 + \sqrt{bc} . \quad (3.24)
\]

As a consequent of Hopf bifurcation conditions above, it is easy to show that Eq. (3.24) reads the condition:

\[
\alpha < |\omega| \quad (3.25)
\]

\( \alpha = 0 \) always satisfies this condition. Also at the bifurcation point, our Jacobian matrix Eq. (3.19) is anti-symmetric[28]. Hence \( a = 1 \) or again \( \alpha = 0 \) (which automatically yields to \( d = -1 \) from the Hopf bifurcation condition, Eq. (3.22)) and \( b = c = \omega \). Then the system becomes:

\[
\begin{pmatrix}
\dot{x} \\
\dot{y}
\end{pmatrix} =
\begin{pmatrix}
0 & -\omega \\
\omega & 0
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix} +
\begin{pmatrix}
f(x, y) \\
g(x, y)
\end{pmatrix} . \quad (3.26)
\]

Now we can transform \( x, y \rightarrow z \) according to:

\[
\begin{pmatrix}
x \\
y
\end{pmatrix} =
\begin{pmatrix}
1 \\
-1
\end{pmatrix} z +
\begin{pmatrix}
1 \\
i
\end{pmatrix} \bar{z} \quad (3.27)
\]
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which means: \( x = z + \bar{z} \), \( y = -iz + i\bar{z} \) and consequently: \( \dot{x} = \dot{z} + \dot{\bar{z}} \) and \( \dot{y} = -i\dot{z} + i\dot{\bar{z}} \).

Now by substitution:

\[
\begin{pmatrix}
\dot{z} + \dot{\bar{z}} \\
-i\dot{z} + i\dot{\bar{z}}
\end{pmatrix}
= \begin{pmatrix}
0 & -\omega \\
\omega & 0
\end{pmatrix}
\begin{pmatrix}
z + \bar{z} \\
-i\bar{z} + i\bar{z}
\end{pmatrix}
+ \begin{pmatrix}
f(z, \bar{z}) \\
g(z, \bar{z})
\end{pmatrix}
\tag{3.28}
\]

We can solve for \( \dot{z} \) and obtain:

\[
\dot{z} = i\omega z + \left( \frac{f + ig}{2} \right)
\tag{3.29}
\]

in which \( f \) and \( g \) are functions of \( z \) and \( \bar{z} \) and can be obtained by applying the transformation of Eq. (3.27) to \( f(x, y) \) and \( g(x, y) \) in Eqs. (3.17) and (3.18):

\[
f(z, \bar{z}) = -\frac{1}{3}((a + ib)z + (a - ib)\bar{z})^3
\tag{3.30}
\]

\[
g(z, \bar{z}) = -\frac{1}{3}((c + id)z + (c - id)\bar{z})^3
\tag{3.31}
\]

These are the forms of \( f \) and \( g \) functions which should be used in Eq. (3.29). By this consideration we can rewrite Eq. (3.29) as below:

\[
\dot{z} = i\omega z + q(z, \bar{z})
\tag{3.32}
\]

where, \( q(z, \bar{z}) = \left( \frac{f(z, \bar{z}) + ig(z, \bar{z})}{2} \right) \).

By substituting functions \( f \) and \( g \) in \( q \) from Eqs. (3.30) and (3.31) we obtain the final format of Hopf normal form Eq. (3.15), at bifurcation point \( \alpha = 0 \).
The lines defined by $\dot{x} = 0$ and $\dot{y} = 0$ in any two dimensional system are called nullclines. We can compare the nullclines of translated Wilson-Cowan neural model with the ones obtained by the canonical model ($\dot{z} = 0$) as in Fig. (4). As one can see the nullclines coincide in the vicinity of origin (the fixed point), which is the point of interest.

Figure 3.3: Nullclines of the both Wilson-Cowan (black) and Canonical (blue) model. Here $a = 1$, $b = c = \omega = 1.7$, $d = -1$, $\alpha = 0$, $\beta = -0.75$. 
3.4 Deriving the canonical model for two coupled Wilson-Cowan oscillators

Now we consider two identical coupled Wilson-Cowan oscillators. As a physical example we can think of two neural populations that each oscillates intrinsically and they are connected to each other via synapses with some coupling strength. To analyze such system, we go back to our model (Eq. (3.2)) and replace for $i = j = 1, 2$. Since the two oscillators are identical, the feedback parameters are identical so we can write down synaptic and feedback parameters as follows:

$$a_{11} = a_{12} = a, b_{11} = b_{12} = b, c_{11} = c_{12} = c, d_{11} = d_{12} = d,$$
$$a_{12} = a_{21} = s_1, b_{12} = b_{21} = s_2, c_{12} = c_{21} = s_3, d_{12} = d_{21} = s_4$$

Also there is no external stimulus to the system, so $\rho_{x1} = \rho_{x2} = 0$. Considering these facts our model becomes:

$$\begin{align*}
\dot{x}_1 &= -x_1 + S(ax_1 - by_1 + s_1x_2 - s_2y_2) \\
\dot{y}_1 &= -y_1 + S(cx_1 - dy_1 + s_3x_2 - s_4y_2) \\
\dot{x}_2 &= -x_2 + S(ax_1 - by_1 + s_1x_2 - s_2y_2) \\
\dot{y}_2 &= -y_2 + S(cx_1 - dy_1 + s_3x_2 - s_4y_2)
\end{align*}$$

(3.33)

Also for small synaptic coefficients $s_1, ..., s_4$, i.e. of the order $\epsilon \ll 1$ we can rescale the system as $s_k = \epsilon c_k$ for $k = 1, 2, 3, 4$. So we obtain the translated Wilson-Cowan model for two coupled identical oscillators by choosing tanh as our sigmoidal func-
tion which that after rescaling is described by\[11\]

\[
\begin{align*}
\dot{x}_1 &= -x_1 + \tanh(ax_1 - by_1) + \epsilon \text{sech}^2(ax_1 - by_1)(c_1x_2 - c_2y_2) \\
\dot{y}_1 &= -y_1 + \tanh(cx_1 - dy_1) + \epsilon \text{sech}^2(cx_1 - dy_1)(c_3x_2 - c_4y_2) \\
\dot{x}_2 &= -x_2 + \tanh(ax_2 - by_2) + \epsilon \text{sech}^2(ax_2 - by_2)(c_1x_1 - c_2y_1) \\
\dot{y}_2 &= -y_2 + \tanh(cx_2 - dy_2) + \epsilon \text{sech}^2(cx_2 - dy_2)(c_3x_1 - c_4y_1)
\end{align*}
\] (3.34)

3.4.1 The General Normal Form

As we did in section 3.3, we expand the trigonometric functions to cubic terms for both oscillators. Then, by going to the complex domain we can reduce the number of equations to two, instead of four:

\[\dot{s}_i = \dot{x}_i + i\dot{y}_i\] (3.35)

If we expand this reduced system of equations, we figure out that some parts of the expansion represents exactly what we got for single oscillator and the other terms which all have the coupling coefficient $\epsilon$ forms the coupling therms. These are proven completely in Appendix..2. So we can rewrite Eqs. (3.35) as:

\[\dot{s}_i = \dot{s}_{is} + \epsilon \dot{s}_{ic}\] (3.36)

By doing near identity change of variables:

\[s_i \mapsto z_i + \kappa_i z_i^m \bar{z}_i^n\] (3.37)

where $m$ and $n$ are positive integers that satisfy $m + n = 3$, like $p$ and $q$, we obtain the final normal form of these two coupled oscillators:

\[\dot{z}_i = \dot{z}_{is} + \epsilon \dot{z}_{ic}\] (3.38)
By doing some lengthy but straightforward algebra the results for $\dot{z}_{1c}$ in Eqs. (3.38) can be written in 4 cases depending on the values of $p, q, m$ and $n$ which is completely presented in Appendix..2. The two cases for $\dot{z}_{1s}$ has been already presented in section 3.3.1.

3.4.2 The Normal Form under Poincare-Andronov-Hopf Bifurcation Condition

As we argued in part 3.3.2 at the bifurcation point we must not have $m - n = -1$. So among all four cases in appendix .2 only the case for $m = 1$ and $n = 2$ is acceptable to represent Hopf bifurcation. Therefore the full canonical model that exhibits Hopf bifurcation for two coupled Wilson-Cowan oscillators up to quintic
terms is:

\[
\begin{align*}
\dot{z}_1 &= \dot{z}_{1s} + \epsilon \dot{z}_{1c} \\
&= A_1 z_1 + A_{21} z_1^2 \bar{z}_1 \\
&\quad + \epsilon [B_1 z_2 + B_2 \bar{z}_2 + B_3 z_1^2 z_2 + B_6 z_1^2 \bar{z}_2] \\
&\quad + (B_7 - 2 \kappa_1 \bar{B}_2) z_1 z_2 \bar{z}_1 + (B_3 - B_1 \kappa_1) z_2 \bar{z}_1^2 \\
&\quad + (B_8 - 2 \kappa_1 \bar{B}_1) z_1 \bar{z}_1 \bar{z}_2 + (B_4 - B_2 \kappa_1) \bar{z}_1^2 \bar{z}_2 \\
&\quad + B_1 \kappa_2 z_2 \bar{z}_2^2 + B_2 \bar{\kappa}_2 \bar{z}_2^2 \bar{z}_2 \\
\dot{z}_2 &= \dot{z}_{2s} + \epsilon \dot{z}_{2c} \\
&= A_1 z_2 + A_{21} z_2^2 \bar{z}_2 \\
&\quad + \epsilon [B_1 z_1 + B_2 \bar{z}_1 + B_3 z_2^2 z_1 + B_6 z_2^2 \bar{z}_1] \\
&\quad + (B_7 - 2 \kappa_2 \bar{B}_2) z_1 z_2 \bar{z}_2 + (B_3 - B_1 \kappa_2) z_1 \bar{z}_2^2 \\
&\quad + (B_8 - 2 \kappa_2 \bar{B}_1) z_2 \bar{z}_1 \bar{z}_2 + (B_4 - B_2 \kappa_2) \bar{z}_2^2 \bar{z}_1 \\
&\quad + B_1 \kappa_1 z_1 \bar{z}_1^2 + B_2 \bar{\kappa}_1 \bar{z}_1^2 \bar{z}_1 \\
\end{align*}
\]

(3.39)

where all coefficients $A_{21}, B$ and $A_i, B_i$ for $i = 1, 2, \ldots, 8$ depends on synaptic and feedback parameters and have been calculated in appendices .1 and .2.

### 3.4.3 Radial and Angular solutions of each oscillator

One might be interested in calculating the phase and amplitude of oscillations for each oscillator in the coupled system (Eq. 3.38) under Hopf bifurcation. Starting off the normal form at Hopf bifurcation (Eqs. (3.39)), we can solve for the
amplitude and phase of each oscillator as below:

\[ \dot{z}_1 = A_1 z_1 + A_{21} |z_1|^2 z_1 + \epsilon \dot{z}_{1c} \] (3.40)

\[ \dot{z}_2 = A_1 z_2 + A_{21} |z_2|^2 z_2 + \epsilon \dot{z}_{2c} \] (3.41)

considering the polar transformation of \( z_k \): \( z_k = r e^{i\phi_k} \), where the index \( k \) indicates each oscillator \((k = 1, 2)\), represents this normal form in polar coordinates. We leave all the algebraic calculations in Appendix .3 and the final coupled nonlinear differential equations that governs the dynamics of the amplitudes and phases are:

\[ \dot{r}_1 = \alpha r_1 + \beta r_1^3 + \epsilon [n_1 \cos(\phi_2 - \phi_1) + n_2 \cos(\phi_2 + \phi_1)] r_2 + \epsilon [n_3 \cos(\phi_2 - \phi_1) + n_5 \cos(\phi_2 - 3\phi_1) + n_6 \cos(\phi_2 + 3\phi_1)] r_1^2 r_2 + \epsilon [n_7 \cos(\phi_1 + 3\phi_2) + n_8 \cos(\phi_2 + \phi_1)] r_1^3 \] (3.42)

\[ \dot{\phi}_1 = \omega + \delta r_1^2 + \epsilon [l_1 \sin(\phi_2 - \phi_1) + l_2 \sin(\phi_2 + \phi_1)] r_2 + \epsilon [l_3 \sin(\phi_2 - \phi_1) + l_5 \sin(\phi_2 - 3\phi_1) + l_6 \sin(\phi_2 + 3\phi_1)] r_1 r_2 + \epsilon [l_7 \sin(\phi_1 + 3\phi_2) + l_8 \sin(\phi_2 + \phi_1)] r_1^3 \] (3.43)

where \( \delta \) in the last two equations is the imaginary part of constant \( A_{21} \). Note that the same form of equations can be obtained for the second oscillator by replacing index 1 by 2 for \( r \) and \( \phi \). We can derive a relationship for the relative phase between the two oscillators by defining \( \phi(t) = \phi_1(t) - \phi_2(t) \) as the relative phase. For the
fixed point we have $\dot{r}_1 = \dot{r}_1 = 0$, which means amplitudes are time independent. Therefore the governing equation for relative phase is $\dot{\phi} = \dot{\phi}_1 - \dot{\phi}_2$ and Eq. (3.43) can be used to replace for $\dot{\phi}_1$ and $\dot{\phi}_2$.

To show that $\phi^* = 0$ is a fixed point of the system, we demonstrate the solutions of $\dot{\phi}$ for different values of the bifurcation parameter $\alpha$ in Fig. (3.4).

![Figure 3.4: Solutions of the relative phase $\phi$ for different values of $\alpha$. For the two cases of $\alpha < 0$ (damped) and $\alpha = 0$ (critical) the two oscillators become in phase with the relative phase of $\phi = 0$. Obviously the rate of change of $\phi$ for the damped oscillation is greater than the critical one. When $\alpha > 0$ (spontaneous), the two oscillators become anti-phase. In this figure $a = \alpha + 1$, $b = c = \omega = 10$, $d = a - 2$, $\epsilon = 0.1$, $c_1 = c_2 = c_3 = c_4 = \epsilon$, $\beta = A_{21}$ and $\delta = 0.1$. The initial conditions are $r_1 = r_2 = 1$, $\phi_1 = \pi$ and $\phi_2 = \pi/6$. It might be useful pedagogically to note that the fixed points or equilibrium states of our system do not depend on the initial values of amplitude and phase.]

62
In all initial conditions the relative phase converges to a fixed value. This is the beauty of dynamical systems theory where we do not need to solve our differential equations, necessarily.

3.5 The Average Relative Phase

In practice we are interested to find out the dynamics of the phase evolution of the two coupled oscillators described above. These oscillators as we mentioned might be coupled neurons in brain, or as another example two oscillating fingers or limbs under frequency scaling [8]. We look at

\[ \dot{z}_k - A_1 z_k - A_{21} |z_k|^2 z_k = \epsilon \dot{z}_k (coupled), \]  

(3.44)

which describes the dynamics of two coupled canonical oscillators where \( k = 1, 2 \)...

we use the ansatz

\[ z_k(t) = c_k(t)e^{i\omega_k t} + c_k^*(t)e^{-i\omega_k t} \]  

(3.45)

as an approximate solution of this behaviour with \( c_k(t) = r_k e^{i\phi_k(t)} \) as the time dependent amplitude of oscillations. \( \phi_k \) and \( \omega_k \) are the phase and frequency of the oscillations of each oscillator, respectively. We define the relative phase as \( \phi(t) = \phi_1(t) - \phi_2(t) \), the difference between each oscillator’s phase. Differentiating of this solution with respect to time leads to:

\[ \dot{z}_k(t) = c_k(t)e^{i\omega_k(t)} + c_k^*(t)e^{-i\omega_k(t)} + i\omega_k c_k(t)e^{i\omega_k(t)} - i\omega_k c_k^*(t)e^{-i\omega_k(t)}. \]  

(3.46)

Knowing that:

\[ \dot{c}_k(t) = \dot{r}_k e^{i\phi_k(t)} + i r_k \dot{\phi}_k(t) e^{i\phi_k(t)} = (\dot{r}_k + i r_k \dot{\phi}_k(t)) e^{i\phi_k(t)}. \]  

(3.47)
we can insert it in Eq. 3.46 to get:

\[
\dot{z}_k(t) = (\dot{r}_k + ir_k \dot{\phi}_k(t)) e^{i\phi_k(t)} e^{i\omega_k(t)} + (\dot{r}_k - ir_k \dot{\phi}_k(t)) e^{-i\phi_k(t)} e^{-i\omega_k(t)} + i \omega_k r_k e^{i\phi_k(t)} e^{i\omega_k(t)} - i \omega_k r_k e^{-i\phi_k(t)} e^{-i\omega_k(t)}. \tag{3.48}
\]

From now on we assume symmetric amplitude for both oscillators which means: \(r_1 = r_2 = r\). Even if the amplitudes are asymmetric, the relative phase equation we will derive in the next pages, is still valid by assuming slowly varying amplitude approximation, i.e. \(\dot{r}(t) \ll \omega\).

We write down the equations for the first oscillator. The left hand side of Eq. 3.44 is:

\[
L.H.S = (\dot{r} + ir \dot{\phi}) e^{i\phi} e^{i\omega_1(t)} + (\dot{r} - ir \dot{\phi}) e^{-i\phi} e^{-i\omega_1(t)} + i \omega_1 r e^{i\phi} e^{i\omega_1(t)} - i \omega_1 r e^{-i\phi} e^{-i\omega_1(t)} - A_1[r e^{i\phi} e^{i\omega_1(t)} + r e^{-i\phi} e^{-i\omega_1(t)}] - A_2[r e^{-i\phi} e^{-i\omega_1(t)} + r e^{i\phi} e^{i\omega_1(t)}] A[r e^{i\phi} e^{i\omega_1(t)} + r e^{-i\phi} e^{-i\omega_1(t)}] 2[r e^{-i\phi} e^{-i\omega_1(t)} + r e^{i\phi} e^{i\omega_1(t)}] \tag{3.49}
\]

Multiply L.H.S by \(e^{-i\phi} e^{-i\omega_1(t)}\):

\[
L.H.S \times e^{-i\phi} e^{-i\omega_1(t)} = (\dot{r} + ir \dot{\phi}) + (\dot{r} - ir \dot{\phi}) e^{-2i(\phi + \omega_1(t))} + i \omega_1 r - i \omega_1 r e^{-2i(\phi + \omega_1(t))} - A_1[r + r e^{-2i(\phi + \omega_1(t))} - A_2[r + r e^{-2i(\phi + \omega_1(t))} A[r e^{i(\phi + \omega_1(t))} + r e^{-i(\phi + \omega_1(t))}] 2[r + r e^{-2i(\phi + \omega_1(t))}] \tag{3.50}
\]
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Regrouping:

\[
\text{L.H.S} \times e^{-i\phi_1} e^{-i\omega(t)} = \dot{r}(1 - e^{-2i(\phi_1+\omega(t))}) + \\
(\dot{r}\dot{\phi}_1)(1 - e^{-2i(\phi_1+\omega(t))}) \\
+ i\omega r(1 - e^{-2i(\phi_1+\omega(t))}) \\
- (A_1 + A_2)r(1 + e^{-2i(\phi_1+\omega(t))}) \\
- Ar^3(e^{i(\phi_1+\omega(t))} + e^{-i(\phi_1+\omega(t))})^2(1 + e^{-2i(\phi_1+\omega(t))})
\]

(3.51)

It contains both oscillatory terms (exponential functions) with integer multiples of \(\omega_1\) as frequency and non-oscillating terms that do not contain these exponentials. By integrating over a period given by \(T = \frac{2\pi}{\omega_1}\) all oscillatory terms vanish in such an average and only the non-oscillating terms survive. This process is called **averaging**:

\[
\text{L.H.S} = \dot{r} + ir\dot{\phi}_1 + i\omega_1 r - (A_1 + A_2)r
\]

(3.52)

\[
\text{L.H.S} = \dot{r} + ir(\dot{\phi}_1 + \omega_1) - (A_1 + A_2)r
\]

(3.53)
Substituting the solution on the right hand side (coupling term) of Eq. 3.44 and set $\epsilon = 1$ for now to ease the calculations:

$$R.H.S = B_1 r [e^{i(\phi_2 + \omega_1(t))} + e^{-i(\phi_2 + \omega_1(t))}] + B_2 r [e^{i(\phi_2 + \omega_1(t))} + e^{-i(\phi_2 + \omega_1(t))}]$$

$$B_3 r^3 [e^{i(\phi_1 + \omega_1(t))} + e^{-i(\phi_1 + \omega_1(t))}]^{2} [e^{i(\phi_2 + \omega_1(t))} + e^{-i(\phi_2 + \omega_1(t))}]$$

$$B_6 r^3 [e^{i(\phi_1 + \omega_1(t))} + e^{-i(\phi_1 + \omega_1(t))}]^{2} [e^{i(\phi_2 + \omega_1(t))} + e^{-i(\phi_2 + \omega_1(t))}]$$

$$(B_7 - 2\kappa_1 \bar{B}_2) r^3 [e^{i(\phi_1 + \omega_1(t))} + e^{-i(\phi_1 + \omega_1(t))}]^{2} [e^{i(\phi_2 + \omega_1(t))} + e^{-i(\phi_2 + \omega_1(t))}]$$

$$(B_8 - \kappa_1 B_1) r^3 [e^{i(\phi_1 + \omega_1(t))} + e^{-i(\phi_1 + \omega_1(t))}]^{2} [e^{i(\phi_2 + \omega_1(t))} + e^{-i(\phi_2 + \omega_1(t))}]$$

$$(B_4 - 2\kappa_1 B_2) r^3 [e^{i(\phi_1 + \omega_1(t))} + e^{-i(\phi_1 + \omega_1(t))}]^{2} [e^{i(\phi_2 + \omega_1(t))} + e^{-i(\phi_2 + \omega_1(t))}]$$

$$\kappa_2 B_1 r^3 [e^{i(\phi_2 + \omega_1(t))} + e^{-i(\phi_2 + \omega_1(t))}]^{3}$$

$$\kappa_2 B_2 r^3 [e^{i(\phi_2 + \omega_1(t))} + e^{-i(\phi_2 + \omega_1(t))}]^{3}$$

(3.54)

Recollecting the terms yield to:

$$R.H.S. = (B_1 + B_2) r [e^{i(\phi_2 + \omega_1(t))} + e^{-i(\phi_2 + \omega_1(t))}]$$

$$+ (B_3 + B_4 + B_5 + B_6 + B_7 + B_8 - \kappa_1 (B_1 + B_2) - 2\kappa_1 (\bar{B}_1 + \bar{B}_2))$$

$$[e^{i(\phi_1 + \omega_1(t))} + e^{-i(\phi_1 + \omega_1(t))}]^{2} [e^{i(\phi_2 + \omega_1(t))} + e^{-i(\phi_2 + \omega_1(t))}]$$

$$+ (B_1 \kappa_2 + B_2 \bar{\kappa}_2) r^{3} [e^{i(\phi_2 + \omega_1(t))} + e^{-i(\phi_2 + \omega_1(t))}]^{3}.$$  

(3.55)

Introducing the new coefficients as:

$$\begin{align*}
M & = B_1 + B_2 \\
N & = B_3 + B_4 + B_5 + B_6 + B_7 + B_8 - \kappa_1 M - 2\kappa_1 \bar{M} \\
P & = B_1 \kappa_2 + B_2 \bar{\kappa}_2
\end{align*}$$  

(3.56)
gives a better representation:

\[
\text{R.H.S.} = Mr[e^{i(\phi_2 + \omega_1(t))} + e^{-i(\phi_2 + \omega_1(t))}] \\
+ Nr^2[e^{i(\phi_1 + \omega_1(t))} + e^{-i(\phi_1 + \omega_1(t))}]^2[e^{i(\phi_2 + \omega_1(t))} + e^{-i(\phi_2 + \omega_1(t))}] \\
+ Pr^3[e^{i(\phi_2 + \omega_1(t))} + e^{-i(\phi_2 + \omega_1(t))}]^3. \quad (3.57)
\]

Multiply the R.H.S. by \(e^{-i(\phi_1 + \omega_1 t)}\) gives:

\[
\text{R.H.S.} = Mr[e^{i(\phi_2 - \phi_1)} + e^{-i(\phi_2 + \omega_1(t))}e^{-i(\phi_1 + \omega_1(t))}] \\
+ Nr^3[e^{i(\phi_1 + \omega_1(t))} + e^{-i(\phi_1 + \omega_1(t))}]^2[e^{i(\phi_2 - \phi_1)} + e^{-i(\phi_2 + \phi_1 + 2\omega_1 t)}] \\
+ Pr^3[e^{i(\phi_2 - \phi_1)} + e^{-i(\phi_2 + \phi_1 + 2\omega_1 t)}]. \quad (3.58)
\]

By averaging only the first term survives and if we consider \(\epsilon\) as before (not necessarily equal to 1):

\[
\text{R.H.S.} = M\epsilon re^{i(\phi_2 - \phi_1)} = M\epsilon e^{i\phi} \quad (3.59)
\]

Now equating L.H.S. with R.H.S. and including the second oscillator by \(1 \to 2\) and consequently \(\phi \to -\phi\):

\[
\begin{cases}
\dot{r} + i r(\dot{\phi}_1 + \omega_1) - (A_1 + A_2) = M\epsilon e^{i\phi} \\
\dot{r} + i r(\dot{\phi}_2 + \omega_2) - (A_1 + A_2) = M\epsilon e^{-i\phi}
\end{cases} \quad (3.60)
\]

Subtracting second equation from the first one:

\[
ir(\dot{\phi}_1 - \dot{\phi}_2 + \omega_1 - \omega_2) = M\epsilon r[e^{i\phi} - e^{-i\phi}], \quad (3.61)
\]

by defining the relative frequency as \(\omega = \omega_1 - \omega_2\) and using the relation \(\sin \phi = \frac{e^{i\phi} - e^{-i\phi}}{2i} \):

\[
-ir(\dot{\phi} - \omega) = M\epsilon r(2i \sin \phi). \quad (3.62)
\]
Hence the average relative phase dynamics is given by:

\[
\dot{\phi} = \omega - C \sin \phi. \tag{3.63}
\]

where \( C = 2M\epsilon \) is the total coupling coefficient and a complex number, due to \( M \).

Let’s replace for \( M \) the values of \( B_1 \) and \( B_2 \) (from equations) so that we find it in terms of the model parameters:

\[
M = B_1 + B_2 = \frac{1}{2}[c_1 - c_4 + ic_2 + ic_3 + c_1 + c_4 + ic_3 - ic_2] = \frac{1}{2}[c_1 + 2ic_3] \tag{3.64}
\]

hence:

\[
M = c_1 + ic_3, \tag{3.65}
\]

regardless of the values of \( c_2 \) and \( c_4 \). It means that the average phase dynamics of the system does not depend on the connection coefficients \( c_2 \) and \( c_4 \). Recall that \( M \) was introduced as one of the coupling coefficients and this also can be seen in the above equation which means \( M \) is a combination of the coupling coefficients of the basic model. This complex combination can be described as a phase difference between the rotation fo the two oscillators in phase space or a delay between their relative oscillations. By our definition, \( C = 2M\epsilon \), so :

\[
C = 2\epsilon(c_1 + ic_3). \tag{3.66}
\]

Note that the magnitude of the total coupling coefficient is:

\[
|C| = 2\epsilon\sqrt{c_1^2 + c_3^2}, \tag{3.67}
\]

so it can be described as the coupling strength of the two oscillators.
Now we want to solve Eq. 3.63 for the relative phase $\phi$. Rewriting Eq. 3.63:

$$\frac{d\phi}{dt} = \omega - C \sin \phi$$  \hspace{1cm} (3.68)

so

$$dt = \frac{d\phi}{\omega - C \sin \phi}$$  \hspace{1cm} (3.69)

and then we can integrate both sides to solve for $t$:

$$t = \int \frac{d\phi}{\omega - C \sin \phi}$$  \hspace{1cm} (3.70)

By having the denominator equal to zero we can see that there is a pole at $\phi = \arcsin \frac{\omega}{C}$. This is indeed the steady-state solution of the relative phase. We will confirm this result as the steady-state in the next pages, by taking the limit of the solution as time tends to infinity. In the language of dynamical systems this is a fixed-point so:

$$\phi^* = \sin^{-1} \frac{\omega}{C}.$$  \hspace{1cm} (3.71)

Eq. 3.71 shows that there should be a constraint in order to have a convergent answer and it is obvious that this constraint is:

$$-1 \leq \frac{\omega}{C} \leq 1$$  \hspace{1cm} (3.72)

therefore:

$$|\omega| \leq C.$$  \hspace{1cm} (3.73)

This is the convergence interval in which we will evaluate the integral in Eq. 3.70. Before solving this integral we can take a look at the simpler case when the two
oscillators have the same frequency, consequently $\omega = 0$. So the integration process becomes simpler:

$$ t = \int \frac{d\phi}{-C \sin \phi} \quad (3.74) $$

$$ -C t = \int \frac{d\phi}{\sin \phi} = \frac{1}{2} \ln(\tan \frac{\phi}{2}) + c \quad (3.75) $$

where $c$ is the constant of integration and depends on the initial conditions. Solving this equation for $\phi$:

$$ \ln(\tan \frac{\phi}{2}) = -2(C t + c) \Rightarrow \tan \frac{\phi}{2} = \exp(-2(C t + c)), \quad (3.76) $$

hence the relative phase is:

$$ \phi = 2 \tan^{-1}(e^{-2(C t + c)}). \quad (3.77) $$

This result can be written in terms of the integration time interval, $\tau = c/C$:

$$ \phi = 2 \tan^{-1}(e^{-2C(t-\tau)}). \quad (3.78) $$

The plot of this relative phase is shown in the figure 4 below for some different initial conditions or better to say for a few different integration time intervals.

Going back to eq.3.70, we want to find the relative phase for the general case in which the frequency of the two oscillators is not the same necessarily, i.e. $\omega$ exists:

$$ t = \int \frac{d\phi}{\omega - C \sin \phi}. $$

Within the convergence region ($|\omega| \leq C$) the answer of this integral is given by either:

$$ t = -\frac{2}{\sqrt{C^2 - \omega^2}} \tanh^{-1}(\frac{\omega \tan \frac{\phi}{2} - C}{\sqrt{C^2 - \omega^2}}) + c \quad (3.79) $$
Figure 3.5: The relative phase ($\phi$) as a function of time for different initial conditions While $C = 0.02$. This is a special case when the relative frequency of the oscillators is zero, which means they oscillate with the same frequency. One can see that they become phase-locked after sufficient time. In this special case, since $\omega = 0$ the fixed relative phase will be $\pi$.

or:

$$ t = -\frac{2}{\sqrt{C^2 - \omega^2}} \coth^{-1}\left(\frac{\omega \tan \frac{\phi}{2} - C}{\sqrt{C^2 - \omega^2}}\right) + c $$

(3.80)

depending on the initial condition.

Hence the relative phase is given by:

$$ \phi = 2 \tan^{-1}\left(\frac{\sqrt{C^2 - \omega^2}}{\omega} \tanh\left(\frac{-\sqrt{C^2 - \omega^2}(t - c)}{2}\right) + \frac{C}{\omega}\right) $$

(3.81)
or:

\[
\phi = 2 \tan^{-1}\left\{ \frac{\sqrt{C^2 - \omega^2}}{\omega} \coth\left( \frac{-\sqrt{C^2 - \omega^2}(t - \tau)}{2} \right) + \frac{C}{\omega} \right\}.
\] (3.82)

In either case if we take the limit of relative phase as time tends to infinity, we obtain the same result:

\[
\lim_{t \to \infty} \phi = 2 \tan^{-1}\left\{ \frac{C - \sqrt{C^2 - \omega^2}}{\omega} \right\}.
\] (3.83)

This angle should be the fixed-point or the steady-state solution that we have already mentioned, so we should indicate it with a star and:

\[
\phi^* = 2 \tan^{-1}\left\{ \frac{C - \sqrt{C^2 - \omega^2}}{\omega} \right\}.
\] (3.84)

But isn’t it the same as the fixed-point we claimed in eq.3.71? Yes, and for the proof we need to recall:

\[
\sin 2x = 2 \sin x \cos x = 2 \tan x \cos^2 x = \frac{2 \tan x}{1 + \tan^2 x}
\]

so by considering \( x \) as \( \frac{\phi^*}{2} \) we find:

\[
\sin \phi^* = \frac{2\left( \frac{C - \sqrt{C^2 - \omega^2}}{\omega} \right)}{1 + \left( \frac{C - \sqrt{C^2 - \omega^2}}{\omega} \right)^2}
\] (3.85)

and by expanding the denominator and a little algebra we will see that it is equal to: \( \frac{\pi}{\omega} \), as we claimed in eq.3.71. In the figure below we illustrate some solutions of the relative phase for different initial conditions.

This convergence to a fixed-point is the *phase-locking* phenomenon. So after some time which is governed by the initial conditions of the two oscillators, they become *phase-locked*, i.e. they have a fixed phase difference which do not alter after a required time.
Figure 3.6: The relative phase ($\phi$) as a function of time for different initial conditions while $C = 2$ and $\omega = 1$, so we can see the convergence of the solutions and phase-locking phenomenon. In this special case, since $\omega = 1$ and $C = 2$, the fixed relative phase will be $\sin^{-1}(\frac{1}{2}) = \frac{\pi}{6}$.

3.6 Conclusion

We derived a canonical model out of Wilson-Cowan model for single and two coupled oscillators that represents all kinds of bifurcations depending on the nonlinear terms present in the Taylor expansion of the model. These Wilson-Cowan oscillators can be excitatory and inhibitory populations that are interconnected in different regions of the brain. Depending on the oscillatory regime and coupling strengths, these examples exhibit different types of bifurcations. This means the future of the system can be explained and predicted by knowing the type of phase
transition that will happen in the system. For example we have the development of periodic orbits (self-oscillations) from a stable fixed point (equilibrium), as a parameter (order parameter) crosses a critical value[28]. This type of phase transition refers to Hopf bifurcation. Calculating the Hopf bifurcation in the original Wilson-Cowan model is a difficult task. By obtaining the general normal form we found the bifurcation parameter of the system much easier for the case of Hopf bifurcation. We derived this special case in two different sections of the paper, one for a single oscillator and the other for coupled ones because of its importance in neuroscience. Stable oscillations in nonlinear waves may be another fruitful area and application[28]. We also obtained the time series diagrams for relative phase and amplitude of the two coupled oscillators. In this way we confirmed that the Hopf canonical model that we derived in the paper indeed exhibits Hopf bifurcation in the Wilson-Cowan model in a much easier way. By having the time series of the relative amplitude and phase of oscillators we can also obtain the period of oscillations and configure the equilibrium states of the systems. As a further step and application, if we know the anatomical properties of the nervous system in the brain which is unhealthy, by generalizing our model for population of neurons, we can treat the disease by changing the frequency of oscillations and consequently our order parameter $\alpha$ desirably. Good examples of these types of diseases are Tinnitus and Parkinson which are caused by unwanted oscillations of the nervous system.
Appendices

.1 Single oscillator analysis

Here is all calculations needed to continue after Eq. (3.10) to get the conventional normal form of Wilson-Cowan neural model Eq. (3.11).

In Eq. (3.10) we need to substitute for \( \dot{s} \) from Eq. (3.7), but before doing that we try to make Eq. (3.7) simpler:

\[
\dot{s} = A_1 s + A_2 \bar{s} + A_3 s^2 \bar{s} + A_4 s \bar{s}^2 + A_5 s^3 + A_6 \bar{s}^3. \tag{86}
\]

Where the coefficients are:

\[
\begin{align*}
A_1 &= \frac{1}{2} (-2 + a - d) + i \left( \frac{b + c}{2} \right) \\
A_2 &= \frac{a + d}{2} + \frac{1}{2} i(-b + c) \\
A_3 &= \frac{1}{8} (d^3 - a^3 - ab^2 + c^2 d) + \frac{i}{8} (c^3 - a^2 b - b^3 - cd^2) \\
A_4 &= -\frac{1}{8} (a^3 + ab^2 + c^2 d + d^3) + \frac{i}{8} (c^3 + a^2 b + b^3 - cd^2) \\
A_5 &= \frac{1}{24} (-a^3 + 3ab^2 + 3c^2 d - d^3) + \frac{i}{24} (-3a^2 b + b^3 + c^3 + 3cd^2) \\
A_6 &= \frac{1}{24} (-a^3 + 3ab^2 - 3c^2 d + d^3) + \frac{i}{24} (3a^2 b - b^3 + 3cd^2 + c^3).
\end{align*}
\]

(87)
with this substitution for \( \dot{s} \), Eq. (3.10) becomes:

\[
\dot{z} = A_1 s + A_2 \bar{s} + A_3 s^2 \bar{s} + A_4 s \bar{s}^2 + A_5 s^3 + A_6 \bar{s}^3 - \kappa p s^{p-1} \bar{s}^q (A_1 s + A_1 \bar{s}) - \kappa q s^p \bar{s}^{q-1} (A_1 s + A_1 \bar{s}) .
\]

(88)

we omit h.o.t. in our calculations from now on, since we are dealing with cubic terms and lower.

Now we transform all \( s \) and \( \bar{s} \) on the right hand side of equation 88 according to the near identity change of variable in Eq. (3.8) to get the final normal form:

\[
\dot{z} = A_1 z + A_2 \bar{z} + A_3 z^2 \bar{z} + A_4 z \bar{z}^2 + A_5 z^3 + A_6 \bar{z}^3 \\
+ A_1 \kappa z^p \bar{z}^q + A_2 \bar{\kappa} z^q \bar{z}^p \\
- \bar{A}_2 q \kappa z^{p+1} \bar{z}^{-1+q} - \bar{A}_1 q \kappa z^p \bar{z}^q - A_1 p \kappa z^p \bar{z}^q - A_2 p \kappa z^{-1+p} \bar{z}^{q+1}.
\]

(89)

Eq. (89) is the general version of the conventional normal form (CNF). By choosing \( p \) and \( q \) such that their addition is the order of the monomials that we want to remove, we can eliminate many of the monomials and get simpler formats.

Since here we are interested in removing monomials with orders higher than cubic \( p + q = 3 \) and there will be two choices for \( p \) and \( q \), either \( p = 1, q = 2 \) or \( p = 2, q = 1 \). Note that we have made the transformation as \( z \mapsto z + h(z, \bar{z}) \) for some \( h = z^p \bar{z}^q \), where \( p + q \) is the order of the term that we want to simplify and \( p, q \in \mathbb{N} \). So we consider these two cases as case(i) and case(ii).

• case(i) : \( p = 1, q = 2 \)

In Eq. (89), if we set \( p = 1 \) and \( q = 2 \), after collecting the terms we will get:

\[
\dot{z} = A_1 z + A_2 \bar{z} + (A_4 - 2\kappa A_1) z \bar{z}^2 + (A_3 - 2\kappa A_2 + A_2 \bar{\kappa}) z^2 \bar{z} \\
+ A_5 z^3 + (A_6 - A_2 \kappa) \bar{z}^3 
\]

(90)
Using the fact that $z \bar{z} = |z|^2$ and applying normal form method successively to eliminate terms that contain $z^3$ and $\bar{z}^3$ we obtain:

$$\dot{z} = A_1 z + A_2 \bar{z} + (A_4 - 2\kappa \bar{A}_1) |z|^2 \bar{z} + (A_3 - 2\kappa \bar{A}_2 + A_2 \bar{\kappa}) z |z|^2$$  \hspace{1cm} (91)

If we set $\kappa = \frac{A_4}{2A_1}$ we can remove one more term which is $|z|^2 \bar{z}$. Then the Normal Form becomes:

$$\dot{z} = A_1 z + A_2 \bar{z} + (A_3 - 2\kappa \bar{A}_2 + A_2 \bar{\kappa}) z |z|^2$$ \hspace{1cm} (92)

Introducing $A_{21}$ so that $A_{21} = A_3 - 2\kappa \bar{A}_2 + A_2 \bar{\kappa}$, yields the normal form when $p = 1$ and $q = 2$:

$$\dot{z} = A_1 z + A_2 \bar{z} + A_{21} z |z|^2$$ \hspace{1cm} (93)

\textbullet case(ii) : $p = 2, q = 1$

In a similar fashion, but this time with $p = 2$ and $q = 1$ we can eliminate other terms. Again by starting off from equation 89 and collecting the terms we get:

$$\dot{z} = A_1 z + A_2 \bar{z} + (A_4 - 2A_2 \kappa + A_2 \bar{\kappa}) z \bar{z}^2 + (A_3 - A_1 \kappa - \kappa \bar{A}_1) z^2 \bar{z}$$

$$+ (A_5 - \kappa \bar{A}_2) z^3 + A_6 \bar{z}^3$$ \hspace{1cm} (94)

Using the fact that $z \bar{z} = |z|^2$ and applying normal form method successively to eliminate terms that contain $z^3$ and $\bar{z}^3$ we get:

$$\dot{z} = A_1 z + A_2 \bar{z} + (A_4 - 2A_2 \kappa + A_2 \bar{\kappa}) |z|^2 \bar{z} + (A_3 - A_1 \kappa - \kappa \bar{A}_1) z |z|^2$$ \hspace{1cm} (95)
Let’s choose $\kappa = \frac{A_3}{A_1 + A_4}$ such that the last term on the right hand side cancels out. By introducing $A_{12} = A_4 - 2A_2 \kappa + A_2 \bar{\kappa}$ we end up with the final normal form for this particular case:

$$\dot{z} = A_1 z + A_2 \bar{z} + A_{12} |z|^2 \bar{z}$$ \hspace{1cm} (96)

In summary:

- **case (i)**: $p = 1, q = 2 \Rightarrow \dot{z}_s = A_1 z + A_2 \bar{z} + A_{21} |z|^2 z$
- **case (ii)**: $p = 2, q = 1 \Rightarrow \dot{z}_s = A_1 z + A_2 \bar{z} + A_{12} |z|^2 \bar{z}$

we replace $\dot{z}$ by $\dot{z}_s$ to show that this normal form is for a single oscillator.

### 2.2 coupled oscillators analysis

Now we replace the full expansion of the Cartesian components for each oscillator from the Eqs. (3.34), but for time saving and easy writing we just do the calculations for the first oscillator, since the equations are the same for the second oscillator and can be obtained by replacing the indices: $1 \rightarrow 2$.

$$s_1 = \dot{x}_1 + i\dot{y}_1$$

$$= (a - 1)x_1 - by_1 - ax_1\left(\frac{a^2 x_1^2}{3} + b^2 y_1^2\right) + by_1\left(\frac{b^2 y_1^2}{3} + a^2 x_1^2\right)$$

$$+ \epsilon(c_1 x_2 - c_2 y_2)(1 + 2abx_1y_1 - a^2 x_1^2 - b^2 y_1^2)$$

$$+ i[-(d + 1)y_1 + cx_1 + dy_1\left(\frac{d^2 y_1^2}{3} + c^2 x_1^2\right) - cx_1\left(\frac{c^2 x_1^2}{3} + d^2 y_1^2\right)$$

$$+ \epsilon(c_3 x_2 - c_4 y_2)(1 + 2cdx_1y_1 - c^2 x_1^2 - d^2 y_1^2)]$$

(97)
by recollecting the terms we can separate the right hand side to two main sentences, the first sentence is for the uncoupled oscillation and the second one with $\epsilon$ as coefficient describes the coupling:

$$s_1 = \dot{x}_1 + iy_1$$

$$= [(a - 1 + ic)x_1 - (b + i(d + 1))y_1 - (ab^2 + icd^2)x_1y_1^2 + (a^2b + ic^2d)x_1^2y_1 - \left(\frac{a^3 + ic^3}{3}\right)x_1^3 + \left(\frac{b^3 + id^3}{3}\right)y_1^3]\n$$

$$+ \epsilon[(c_1 + ic_3)x_2 - (c_2 + ic_4)y_2 + x_1y_1(2abc_1 + 2icdc_3)x_2 - x_1y_1(2abc_2 + 2icdc_4)y_2 - y_1^2(c_1b^2 + ic_3d^2)x_2 + y_1^2(c_2b^2 + ic_4d^2)y_2 - x_1^2(c_1a^2 + ic_3c^2)x_2 + x_1^2(c_2a^2 + ic_4c^2)y_2]$$

$$= s_{1s} + \epsilon s_{1c}$$

(98)

the first bracket is what we already got for single oscillator in section 3.3 and the second bracket is because of the coupling. The index ”s” refers to the terms for a single oscillator and the index ”c” refers to coupling terms. Let’s just work out $s_{1c}$, since we have already done the first part($s_{1s}$):

$$s_{1c} =$$

$$= [(c_1 + ic_3)x_2 - (c_2 + ic_4)y_2 + x_1y_1(2abc_1 + 2icdc_3)x_2 - x_1y_1(2abc_2 + 2icdc_4)y_2 - y_1^2(c_1b^2 + ic_3d^2)x_2 + y_1^2(c_2b^2 + ic_4d^2)y_2 - x_1^2(c_1a^2 + ic_3c^2)x_2 + x_1^2(c_2a^2 + ic_4c^2)y_2]$$

(99)
since \( x_i = \frac{s_i + \bar{s}_i}{2} \) and \( y_i = \frac{s_i - \bar{s}_i}{2} \) with \( i = 1, 2 \) we can replace for \( x_i \) and \( y_i \) in above equations so we get the right hand side in terms of \( s \) and \( \bar{s} \):

\[
\dot{s}_{1c} = B_1 s_2 + B_2 \bar{s}_2 + B_3 s_1^2 s_2 + B_4 \bar{s}_1^2 \bar{s}_2
\]

\[
B_5 s_1^2 s_2 + B_6 \bar{s}_2 + B_7 s_1 \bar{s}_1 s_2 + B_8 s_1 \bar{s}_1 \bar{s}_2
\]

where:

\[
\begin{align*}
B_1 &= \frac{1}{2} (c_1 - c_4 + i(c_2 + c_3)) \\
B_2 &= \frac{1}{2} (c_1 + c_4 + i(c_3 - c_2)) \\
B_3 &= \frac{1}{8} ((c - id)^2(c_4 - ic_3) - ic_2(a - ib)^2 - c_1(a - ib)^2) \\
B_4 &= \frac{1}{8} (-c_1(a - ib)^2 + i(c_2(a - ib)^2 - (c - id)^2(c_3 - ic_4))) \\
B_5 &= \frac{1}{8} (-c_1(a - ib)^2 - ic_2(a + ib)^2 - (c + id)^2(c_4 - ic_3))) \\
B_6 &= \frac{1}{8} (-c_1(a + ib)^2 + i(c_2(a + ib)^2 - (c + id)^2(c_3 - ic_4))) \\
B_7 &= \frac{1}{4} (-c_1(a^2 + b^2) - i(c_2(a^2 + b^2) + (c^2 + d^2)(c_3 + ic_4))) \\
B_8 &= \frac{1}{4} (-c_1(a^2 + b^2) + i(c_2(a^2 + b^2) - (c^2 + d^2)(c_3 - ic_4)))
\end{align*}
\]

where \( p, q, m \) and \( n \) are positive integers. Now is the time for near identity change of variable:

\[
\begin{cases}
  s_1 \mapsto z_1 + \kappa_1 z_1^p \bar{z}_1^q \\
  s_2 \mapsto z_2 + \kappa_2 z_2^m \bar{z}_2^n
\end{cases}
\]

The procedure is the same as what we did in part 3.3.1 for single oscillator. Rewriting the transformation gives us: \( z_1 = s_1 - \kappa_1 s_1^p \bar{s}_1^q \) and \( z_2 = s_2 \kappa_2 z_2^m \bar{z}_2^n \) and:

\[
\dot{z}_{1c} = s_1 - \kappa_1 s_1^p \bar{s}_1^q
\]
and the same format for the second oscillator with replacing 1 by 2 and \((p, q)\) with \((m, n)\). Continuing with the first oscillator and differentiating Eq. (103):

\[
\dot{z}_{1c} = s_{1c} - p\kappa_1 s_1^{-1} s_{1c} s_1^q - \kappa_1 q s_1 p s_1^{-1} \dot{s}_{1c} 
\]

(104)

in this equation we will substitute for \(\dot{s}_1\) from Eq. (100) completely but for the second and third term on the right hand side we don’t need it completely and we just replace the linear parts of Eq. (100) since the rest are the terms with more than cubic order. Hence we’ll get:

\[
\dot{z}_{1c} = B_1 s_2 + B_2 \bar{s}_2 + B_3 s_1^2 s_2 + B_4 \bar{s}_1^2 \bar{s}_2 
\]

(105)

\[
B_5 s_1^2 s_2 + B_6 \bar{s}_1^2 \bar{s}_2 + B_7 s_1 \bar{s}_1 s_2 + B_8 s_1 \bar{s}_1 \bar{s}_2 
\]

\[
- p\kappa_1 s_1^{-1} s_1^q (B_1 s_2 + B_2 \bar{s}_2) - \kappa_1 q s_1 p s_1^{-1} (\bar{B}_1 \bar{s}_2 + \bar{B}_2 s_2) 
\]

Back to the original transformation (Eq. (102)) and eliminating all terms with order more than cubic \((p + q = m + n = 3)\) we will obtain the normal form for the coupled part of the oscillations:

\[
\dot{z}_{1c} = B_1 z_2 + B_5 z_1^2 z_2 + B_7 z_1 z_2 \bar{z}_1 + B_3 z_2 \bar{z}_1^2 + B_2 \bar{z}_2 + B_6 \bar{z}_1^2 \bar{z}_2 
\]

\[
+ B_8 z_1 \bar{z}_1 z_2 + B_4 \bar{z}_1^2 \bar{z}_2 + B_1 z_2^m \kappa_2 \bar{z}_2^n - q\kappa_1 \bar{B}_2 z_1^p \bar{z}_1^{q-1} z_2 
\]

(106)

\[
- q\kappa_1 \bar{B}_1 z_1^p \bar{z}_2 \bar{z}_1^{q-1} - B_2 \kappa_1 z_1^{p-1} \bar{z}_1^q \bar{z}_2 
\]

\[
- B_2 p\kappa_1 z_1^{p-1} \bar{z}_1^q \bar{z}_2 + B_2 z_2^n \bar{z}_2^m \bar{\kappa}_2 
\]

Therefore we have four cases depending on the value of \(p, q, m\) and \(n\). They will be obtained by choosing the value of 1 and 2 for these parameters successively. The results for the normal form are:
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\textbf{case}(i) : \ p = 1, q = 2 ; \ m = 1, n = 2
\[ \dot{z}_{1c} = B_1 z_2 + B_2 \bar{z}_2 + B_3 \bar{z}_1^2 + B_4 \bar{z}_2^2 \]
\[ (B_7 - 2\kappa_1 \bar{B}_2) z_1 z_2 \bar{z}_1 + (B_3 - B_1 \kappa_1) z_2 \bar{z}_1^2 \]
\[ (B_8 - 2\kappa_1 \bar{B}_1) z_1 \bar{z}_1 \bar{z}_2 + (B_4 - B_2 \kappa_1) \bar{z}_1^2 \bar{z}_2 \]
\[ B_1 \bar{z}_2 \kappa_2 \bar{z}_2^2 + B_2 \bar{k}_2 \bar{z}_2^2 \bar{z}_2 \]

\textbf{case}(ii) : \ p = 2, q = 1 ; \ m = 1, n = 2
\[ \dot{z}_{1c} = B_1 z_2 + B_2 \bar{z}_2 + B_3 \bar{z}_2 \bar{z}_1^2 + B_4 \bar{z}_1^2 \bar{z}_2 \]
\[ (B_5 - \kappa_1 \bar{B}_2) \bar{z}_1^2 \bar{z}_2 + (B_6 - \kappa_1 \bar{B}_1) \bar{z}_1^2 \bar{z}_2 \]
\[ (B_7 - 2\kappa_1 \bar{B}_1) z_1 z_2 \bar{z}_1 + (B_8 - 2\kappa_1 B_2) z_1 \bar{z}_1 \bar{z}_2 \]
\[ B_1 \bar{z}_2 \kappa_2 \bar{z}_2^2 + B_2 \bar{k}_2 \bar{z}_2^2 \bar{z}_2 \]

\textbf{case}(iii) : \ p = 1, q = 2 ; \ m = 2, n = 1
\[ \dot{z}_{1c} = B_1 z_2 + B_3 \bar{z}_2 \bar{z}_1^2 + B_2 \bar{z}_1 + B_6 \bar{z}_1^2 \bar{z}_2 \]
\[ +(B_3 - B_1 \kappa_1) z_2 \bar{z}_1^2 + (B_4 - B_2 \kappa_1) \bar{z}_2 \bar{z}_1^2 \]
\[ +(B_7 - 2B_2 \kappa_1) z_1 z_2 \bar{z}_1 + (B_8 - 2B_1 \kappa_1) z_1 \bar{z}_1 \bar{z}_2 \]
\[ +B_1 \kappa_2 \bar{z}_2^2 \bar{z}_2 + B_2 \bar{k}_2 \bar{z}_2^2 \bar{z}_2 \]

\textbf{case}(iv) : \ p = 2, q = 1 ; \ m = 2, n = 1
\[ \dot{z}_{1c} = B_1 z_2 + B_3 \bar{z}_1^2 \bar{z}_2 + B_2 \bar{z}_2 + B_4 \bar{z}_1^2 \bar{z}_2 \]
\[ +(B_5 - B_2 \kappa_1) z_2 \bar{z}_1^2 + (B_6 - B_1 \kappa_1) \bar{z}_2 \bar{z}_1^2 \]
\[ +(B_7 - 2B_1 \kappa_1) z_1 z_2 \bar{z}_1 + (B_8 - 2B_2 \kappa_1) z_1 \bar{z}_1 \bar{z}_2 \]
\[ +B_1 \kappa_2 \bar{z}_2^2 \bar{z}_2 + B_2 \bar{k}_2 \bar{z}_2^2 \bar{z}_2 \]
.3 radial and angular equations

Starting off the normal form at Hopf bifurcation (Eqs. (3.39)), we can solve for the amplitude and phase of each oscillator as below:

\[ \dot{z}_1 = A_1 z_1 + A_{21} |z_1|^2 z_1 + \epsilon \dot{z}_{1c} \]  \hspace{1cm} (107)
\[ \dot{z}_2 = A_1 z_2 + A_{21} |z_2|^2 z_2 + \epsilon \dot{z}_{2c} \]  \hspace{1cm} (108)

considering the polar transformation of \( z_k : z_k = r_k e^{i\phi_k} \), where the index \( k \) indicates each oscillator \((k = 1, 2)\), represents this normal form in polar coordinates.

\[ e^{i\phi_1}(\dot{r}_1 + ir_1 \dot{\phi}_1) = A_1 r_1 e^{i\phi_1} + Ar_1^3 e^{i\phi_1} + \epsilon \dot{z}_{1c} e^{-i\phi_1} \]  \hspace{1cm} (109)
\[ e^{i\phi_2}(\dot{r}_2 + ir_2 \dot{\phi}_2) = A_1 r_2 e^{i\phi_2} + Ar_2^3 e^{i\phi_2} + \epsilon \dot{z}_{2c} e^{-i\phi_2} \]  \hspace{1cm} (110)

we left the transformation for the coupling term, but we will get back to it soon.

The above equations can be written as below by dividing both sides by \( e^{i\phi_k} \):

\[ \dot{r}_1 + ir_1 \dot{\phi}_1 = A_1 r_1 + Ar_1^3 + \epsilon \dot{z}_{1c} e^{-i\phi_1} \]  \hspace{1cm} (111)
\[ \dot{r}_2 + ir_2 \dot{\phi}_2 = A_1 r_2 + Ar_2^3 + \epsilon \dot{z}_{2c} e^{-i\phi_2} \]  \hspace{1cm} (112)

The real and imaginary parts of these equations provide us with the amplitude and phase of each oscillator, respectively:

\[ r'_1 = Re(A_1) r_1 + Re(A) r_1^3 + \epsilon Re(\dot{z}_{1c} e^{-i\phi_1}) \]  \hspace{1cm} (113)
\[ r'_2 = Re(A_1) r_2 + Re(A) r_2^3 + \epsilon Re(\dot{z}_{2c} e^{-i\phi_2}) \]  \hspace{1cm} (114)
\[ \dot{\phi}_1 = Im(A_1) + Im(A) r_1^2 + \frac{\epsilon}{r_1} Im(\dot{z}_{1c} e^{-i\phi_1}) \]  \hspace{1cm} (115)
\[ \dot{\phi}_2 = Im(A_1) + Im(A) r_2^2 + \frac{\epsilon}{r_2} Im(\dot{z}_{2c} e^{-i\phi_2}) \]  \hspace{1cm} (116)
Now we need to substitute for $\dot{z}_k$ from case(i) and separate real and imaginary parts to continue the calculations for amplitude and phase of each oscillator, respectively. We leave all the algebraic calculations in appendix .3.

\[
\dot{z}_1 e^{-i\phi_1} = B_1 r_2 e^{i(\phi_2 - \phi_1)}
\]
\[
+ [B_2 r_2 + B_1 \kappa_2 r_2^3]e^{-i(\phi_2 + \phi_1)}
\]
\[
+ [B_5 + B_7 - 2\kappa_1 \bar{B}_2] r_1^2 r_2 e^{i(\phi_2 + \phi_1)}
\]
\[
+ [B_8 + B_6 - 2\kappa_1 \bar{B}_1] r_1^2 r_2 e^{-i(\phi_2 - \phi_1)}
\]
\[
+ [B_3 - \kappa_1 B_1] r_1^2 r_2 e^{i(\phi_2 - 3\phi_1)}
\]
\[
+ [B_4 - \kappa_1 B_2] r_1^2 r_2 e^{-i(\phi_2 + 3\phi_1)}
\]
\[
+ [\kappa_2 B_2] r_2^3 e^{-i(\phi_1 + 3\phi_2)}
\]

real and imaginary parts:

\[
\operatorname{Re}(\dot{z}_1 e^{-i\phi_1}) = \operatorname{Re}(B_1) r_2 \cos(\phi_2 - \phi_1)
\]
\[
+ \operatorname{Re}[B_2 r_2 + B_1 \kappa_2 r_2^3] \cos(\phi_2 + \phi_1)
\]
\[
+ \operatorname{Re}[B_5 + B_7 - 2\kappa_1 \bar{B}_2] r_1^2 r_2 \cos(\phi_2 + \phi_1)
\]
\[
+ \operatorname{Re}[B_8 + B_6 - 2\kappa_1 \bar{B}_1] r_1^2 r_2 \cos(\phi_2 - \phi_1)
\]
\[
+ \operatorname{Re}[B_3 - \kappa_1 B_1] r_1^2 r_2 \cos(\phi_2 - 3\phi_1)
\]
\[
+ \operatorname{Re}[B_4 - \kappa_1 B_2] r_1^2 r_2 \cos(\phi_2 + 3\phi_1)
\]
\[
+ \operatorname{Re}[\kappa_2 B_2] r_2^3 \cos(\phi_1 + 3\phi_2)
\]
\[ Im(\dot{z}_1 e^{-i\phi_1}) = Im(B_1) r_2 \sin(\phi_2 - \phi_1) \]
\[ + Im[B_2 r_2 + B_1 \kappa_2 r_3^2] \sin(\phi_2 + \phi_1) \]
\[ + Im[B_5 + B_7 - 2\kappa_1 \bar{B}_2] r_1^2 r_2^2 \sin(\phi_2 + \phi_1) \]
\[ + Im[B_8 + B_6 - 2\kappa_1 \bar{B}_1] r_1^2 r_2^2 \sin(\phi_2 - \phi_1) \]
\[ + Im[B_3 - \kappa_1 B_1] r_1^2 r_2^2 \sin(\phi_2 - 3\phi_1) \]
\[ + Im[B_4 - \kappa_1 B_2] r_1^2 r_2^2 \sin(\phi_2 + 3\phi_1) \]
\[ + Im[\bar{\kappa}_2 B_2] r_2^3 \sin(\phi_1 + 3\phi_2) \]

(119)

Recollecting:

\[ Re(\dot{z}_1 e^{-i\phi_1}) = r_2 [n_1 \cos(\phi_2 - \phi_1) + n_2 \cos(\phi_2 + \phi_1)] \]
\[ + r^2_1 r_2 [n_4 \cos(\phi_2 + \phi_1)] \]
\[ + n_3 \cos(\phi_2 - \phi_1) + n_5 \cos(\phi_2 - 3\phi_1) + n_6 \cos(\phi_2 + 3\phi_1)] \]
\[ + r^3_2 [n_7 \cos(\phi_1 + 3\phi_2) + n_8 \cos(\phi_2 + \phi_1)] \]

(120)

\[ \frac{Im(\dot{z}_1 e^{-i\phi_1})}{r_1} = \frac{r_2}{r_1} [l_1 \sin(\phi_2 - \phi_1) + l_2 \sin(\phi_2 + \phi_1)] \]
\[ + r_1 r_2 [l_4 \sin(\phi_2 + \phi_1)] \]
\[ + l_3 \sin(\phi_2 - \phi_1) + l_5 \sin(\phi_2 - 3\phi_1) + l_6 \sin(\phi_2 + 3\phi_1)] \]
\[ + \frac{r^3_2}{r_1} [l_7 \sin(\phi_1 + 3\phi_2) + l_8 \sin(\phi_2 + \phi_1)] \]

(121)

where:

\[ n_1 = Re(B_1), n_2 = Re(B_2), n_3 = Re(B_8 + B_6 - 2\kappa_1 \bar{B}_1), n_4 = Re(B_5 + B_7 - 2\kappa_1 \bar{B}_2) \]
\[ n_5 = Re(B_3 - \kappa_1 B_1), n_6 = Re(B_4 - \kappa_1 B_2), n_7 = Re(\bar{\kappa}_2 B_2), n_8 = Re(\kappa_2 B_1) \]
and:

\[ l_1 = \text{Im}(B_1), l_2 = \text{Im}(B_2), l_3 = \text{Im}(B_8 + B_6 - 2\kappa_1 B_1), l_4 = \text{Im}(B_5 + B_7 - 2\kappa_1 B_2) \]

\[ l_5 = \text{Im}(B_3 - \kappa_1 B_1), l_6 = \text{Im}(B_4 - \kappa_1 B_2), l_7 = \text{Im}(\bar{\kappa} B_2), l_8 = \text{Im}(\kappa B_1). \]

Therefore the radial and angular equations for each oscillator becomes (The choice of \( n \) and \( l \) as coefficients goes back to radial and angular numbers in Quantum Mechanics): 

\[
\dot{r}_1 = \text{Re}(A_1) r_1 + \text{Re}(A) r_1^3 + \\
\epsilon \{ r_2 [n_1 \cos(\phi_2 - \phi_1) + n_2 \cos(\phi_2 + \phi_1)] \\
+ r_2^2 r_1 [n_4 \cos(\phi_2 + \phi_1)] \\
+ n_3 \cos(\phi_2 - \phi_1) + n_5 \cos(\phi_2 - 3\phi_1) + n_6 \cos(\phi_2 + 3\phi_1) \\
+ r_2^3 [n_7 \cos(\phi_2 + 3\phi_1) + n_8 \cos(\phi_2 + \phi_1)] \}
\] (122) 

\[
\dot{r}_2 = \text{Re}(A_1) r_2 + \text{Re}(A) r_2^3 + \\
\epsilon \{ r_1 [n_1 \cos(\phi_2 - \phi_1) + n_2 \cos(\phi_2 + \phi_1)] \\
+ r_2^2 r_1 [n_4 \cos(\phi_2 + \phi_1)] \\
+ n_3 \cos(\phi_2 - \phi_1) + n_5 \cos(\phi_1 - 3\phi_2) + n_6 \cos(\phi_1 + 3\phi_2) \\
+ r_1^3 [n_7 \cos(\phi_2 + 3\phi_1) + n_8 \cos(\phi_2 + \phi_1)] \}
\] (123) 

\[
\dot{\phi}_1 = \text{Im}(A_1) + \text{Im}(A) r_1^2 \\
+ \epsilon \{ \frac{r_2}{r_1} [l_1 \sin(\phi_2 - \phi_1) + l_2 \sin(\phi_2 + \phi_1)] \\
+ r_1 r_2 [l_4 \sin(\phi_2 + \phi_1)] \\
+ l_3 \sin(\phi_2 - \phi_1) + l_5 \sin(\phi_2 - 3\phi_1) + l_6 \sin(\phi_2 + 3\phi_1) \\
+ \frac{r_3}{r_1} [l_7 \sin(\phi_1 + 3\phi_2) + l_8 \sin(\phi_2 + \phi_1)] \}
\] (124)
\[ \dot{\phi}_2 = \text{Im}(A_1) + \text{Im}(A)r_2^2 \\
+ \epsilon \left\{ \frac{r_1}{r_2} [l_1 \sin(\phi_1 - \phi_2) + l_2 \sin(\phi_2 + \phi_1)] \\
+ r_1r_2 [l_4 \sin(\phi_2 + \phi_1) \\
+ l_3 \sin(\phi_1 - \phi_2) + l_5 \sin(\phi_1 - 3\phi_2) + l_6 \sin(\phi_1 + 3\phi_2)] \\
+ \frac{r_3}{r_2} [l_7 \sin(\phi_2 + 3\phi_1) + l_8 \sin(\phi_2 + \phi_1)] \right\} \tag{125} \]

where \( \delta \) in the last two equations is the imaginary part of constant \( A_{21} \).
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