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Ultrasonic measurement allows for nondestructive testing and inspection of the internal structure of tissues and materials. Ultrasound has a number of advantages over other commonly used nondestructive methods. It is safe, relatively inexpensive, and is the most commonly used health diagnostic imaging method. Nevertheless, traditional ultrasound does have disadvantages. Standard methods detect the presence of flaws and inclusions from amplitude and time-of-flight information. However, these techniques provide little insight into the actual material characteristics of the sample. Available techniques use a limited, low range of frequencies. The measurements also need to be interpreted by trained technicians and can vary among ultrasound systems. The field of Quantitative Ultrasound was developed to address these shortcomings by looking deeper into the characteristics of the received signals.

The objective of this dissertation is to understand the scattering behavior of high-frequency signals for relatively small specimens and relate that to the microstructure of materials. In particular, a recently developed quantitative parameter which was found to be responsive to tissue microstructure, peak density, is investigated. Due to the infancy of using peak density, the physical characteristics that affect it are not fully understood.

The procedures and algorithms developed for characterizing materials based upon peak density are discussed. The results of experimental studies using tissue-like phantom materials containing internal inclusions are presented. Two-dimensional images created using peak density measurements were found to locate the inclusions better than standard amplitude based images.
It was found that peak density was highly reliant on the specific signal processing methods used. The process is then optimized and standardized to generate high quality measurements. The response to microstructure is investigated by studying tissue-mimicking phantoms containing glass scatters of various sizes and number densities. Finite element simulations of ultrasound waves traveling through tissue phantoms containing glass microspheres are developed, and the results are compared against experiment. From the simulations and experiments it was established that peak density is most responsive to larger numbers of scatterers present in the material and is more reliable for scatterers with diameters near the wavelength. The peak density was also found to be more sensitive than amplitude-based techniques.
Evaluation of Soft Material Microstructure through High-frequency Ultrasound

Jeremy David Stromer

B.S., University of Nebraska at Kearney, 2011
M.S., University of Connecticut, 2015

A Dissertation
Submitted in Partial Fulfillment of the
Requirements for the Degree of
Doctor of Philosophy
at the
University of Connecticut

2016
Evaluation of Soft Material Microstructure Through High-frequency Ultrasound

Presented by
Jeremy Stromer

Major Advisor ________________________________________________________________
Leila Ladani

Associate Advisor ____________________________________________________________
Bi Zhang

Associate Advisor ____________________________________________________________
Jiong Tang

Associate Advisor ____________________________________________________________
Nejat Olgac

Associate Advisor ____________________________________________________________
Quing Zhu

University of Connecticut
2016
Acknowledgements

I would like to express my gratitude to my adviser, Dr. Leila Ladani, for allowing me the opportunity to work on a project that allowed me to couple my interests of physics and engineering.

I would also thank my committee members Dr. Nejat Olgac, Dr. Bi Zhang, Dr. Quing Zhu, and Dr. Jiong Tang.

I appreciate the opportunity to participate in the National Science Foundation’s GK-12 Fellowship Program. Having fun with the high school students was always a welcome respite from research. Particularly, I would like to thank Aida Ghiaei for everything she did as part of this program.

My lab mates were awesome, and I am glad to have had the opportunity to work with each of them.

To my parents Arnold and Connie Stromer, thank you for the love and care you put into raising me.

Most of all, I would like to thank my wife, Bobbi. Everything is much better with you by my side.
List of frequently used symbols

\( a \) \quad \text{Radius}

\( c \) \quad \text{Sound speed}

\( f \) \quad \text{Frequency}

\( h_{l}^{(2)} \) \quad \text{Spherical Hankel function of the second kind}

\( j_{l} \) \quad \text{Spherical Bessel function of the first kind}

\( k \) \quad \text{Wave number}

\( \lambda \) \quad \text{Wavelength}

\( \eta_{l} \) \quad \text{Associated phase shift due to boundary conditions}

\( n_{l} \) \quad \text{Spherical Bessel function of the second kind}

\( \sigma_{s} \) \quad \text{Scattering cross-section}

\( P_{l} \) \quad \text{Legendre polynomial}

\( \rho \) \quad \text{Density}

\( p \) \quad \text{Pressure}

\( p_{i} \) \quad \text{Incident pressure}

\( p_{s} \) \quad \text{Scattered pressure}

\( t \) \quad \text{Time}

\( u \) \quad \text{Displacement field}

\( \nu \) \quad \text{Poisson’s ratio}
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Chapter 1. Introduction

1.1 Motivation

In the United States in 2014, there were an estimated 235,000 new cases and approximately 40,000 deaths in the United States owing to breast cancer. Due to these continually large numbers of people affected, breast cancer remains a significant cause of concern in public health [1,2]. Although no considerable improvement has been found for breast-conserving therapy (BCT) compared to the more traditional mastectomy, the less destructive method of BCT has become the preferred treatment due to both the emotional and esthetic benefits of saving breast tissue. Contrary to a mastectomy, BCT is comprised of a lumpectomy and radiation treatments. During a lumpectomy the tumor is removed along with a small margin of surrounding healthy tissue. By minimizing the amount of excised tissue, the patient can suffer less breast disfigurement [3,4]. The excised tumor and margin is then sent to a pathologist for further microscopic analysis. Complications and local reoccurrence can arise if cancerous cells are found to be present in the margin, and in which case additional surgery is recommended. It is therefore advantageous to improve the ability to obtain a negative, or cancer-free, margin at the time of the initial surgery [3-8].
Figure 1. Illustration of excised tumor from BCT. The cancerous tissue is removed with a small portion of healthy tissue to ensure the entirety of the tumor is removed.

The methods presently used for margin detection include pre-operative and intraoperative techniques. Conventional imaging systems such as mammography, traditional B-scan ultrasound, and MRI have been used prior to surgery, but the size of tumors is often inaccurately assessed [9,10]. The most common intraoperative method used currently is frozen section analysis wherein the excised tissue is cut, cryostatically frozen and examined by a pathologist on site. While this method helps reduce the chance of re-excision it is labor intensive and requires a trained pathologist to be present [11,12]. Another common technique which also has the requirement of having a trained pathologist present is touch preparation cytology. In addition it is not capable of testing a large amount of the removed tissue [12].
Other intraoperative methods have been proposed to improve upon the quality of margin detection while alleviating the need of a trained pathologist. A wide range of research is being conducted in both the public and private sectors and spans multiple disciplines. A recent commercial attempt at a margin detection device called the MarginProbe™. This device manufactured by Dune Medical Devices evaluates the margin status by evaluating its electromagnetic properties [12]. A clinical study found that slightly fewer re-excisions were necessary when the MarginProbe™ was used during surgery. It has been noted that the difference was not statistically significant and may have been caused by a larger initial amount of tissue being removed when the device was used [3,14].

A considerable amount of work has also been done investigating the use of optical imaging techniques including diffuse reflectance spectroscopy, optical coherence tomography, and Raman spectroscopy [8,15,16]. Optical methods require contrast agents for imaging and must contend with tissue-light interactions [12]. A popular method for materials characterization, X-ray diffraction has also been used to evaluate margins. This technique has been used to create images similarly to conventional CT scanners but has been downsized to a smaller scale using so-called micro-CT [17]. Micro-CT scans tend to be lengthy taking several minutes for each [12].

This need for improved methods for surgical margin detection prompted the work found in this dissertation. For the reasons outlined in the following section, ultrasound was chosen as a means for nondestructive evaluation of soft materials. It is the hope of the author that the work presented here can serve as a basis for further development of the ultrasonic methods given with the eventual goal of improved tissue characterization.
1.2 Ultrasonic methods

Ultrasonic measurement has become ubiquitous throughout the field of nondestructive evaluation and has found use in industrial, structural and medical settings. Ultrasound allows the user to study materials through individual analytical measurements and can even allow the user to actually visualize the internal structure. It is largely due to this functionality that ultrasound has seen such widespread use in flaw detection and diagnostic medicine. Ultrasound has a number of advantages over other measurement techniques. Ultrasound machines are relatively inexpensive. Conventional clinical systems cost <\$50,000, while the price of MRI machines are >\$1 million. The systems do not require a large amount of space and are easily portable. As opposed to most other nondestructive methods commonly used, ultrasound has one of the greatest penetration depths and may allow for detection well below the sample surface [18,19]. Even miniature transducers are available and allow for small-scale measurements; transducers have been attached to catheters for use in intravascular imaging and endoscopes for gastrointestinal [20,21]. Ultrasound has also shown to be relatively safe, and is absent of the ionizing radiation present in other imaging methods [18,22,23].

1.2.1 Standard methods

The most commonly performed ultrasound measurements rely on the amplitude and time of flight information of the propagated sound pulse [1,12,20,23,24]. Figure 2 demonstrates the most frequently used method in the pulse-echo configuration. This procedure is used in thickness gauging as well flaw detection. It also forms the basis for the majority of imaging applications. In this setup, the transducer is placed on the material and generates an ultrasonic pulse which
travels through the material. When the wave hits an obstruction, the wave is reflected back and is received by the transducer. This in turn may generate a signal on a display. In this example, the wave travels through the sample and hits two objects - a flaw and the bottom edge. With the foreknowledge of the materials sound velocity, often easily referenced or determined from other mechanical properties, it is possible to work backward using the arrival time of the pulse. In this case, our display registers two pulses with one arriving at 30 μs and the other at 40 μs. Using $v = d/t$, it is deduced that one reflection occurred 3 cm deep and the other at 4 cm. It is also useful to use the amplitude information as well to infer information about the reflectors. The first pulse was relatively weak denoting a small obstruction such as a flaw, and the second pulse suggested a strong reflector like the back edge of the sample. This procedure allows the operator to discover internal structure and their axial location. It also serves as the basis for conventional ultrasound imaging. A standard image, such as one conducted in hospitals, is essentially this type of measurement carried out at different lateral locations. By combining each individual scan an image can be formed.

![Diagram](image)

**Figure 2.** Diagram outlining the standard pulse-echo measurement procedure.
Another common method based off of the signal amplitude and time of flight is shown in Figure 3. This technique makes use of two transducers with one created the sound and the other receiving it. The transducers are passed laterally across the transducer, and the strength of the received pulse is measured. By locating points where little sound travels it is possible to detect flaws. In this example, measurements are being carried out on a multi-layer composite. When the signal strength is low, it may suggest that a delamination exists between the composite layers. This specific procedure is more widespread in industry. As a note, it is also possible to measure thickness in a manner similar to the previous example using this configuration.

![Illustration of standard through-transmission procedure.](image)

**Figure 3. Illustration of standard through-transmission procedure.**

1.2.2 *Soft material methods and Quantitative Ultrasound (QU*)

However, these conventional ultrasound measurements do have several notable disadvantages. While the amplitude and time of flight information may prove adequate for detecting internal flaws and boundaries, this information provides little insight into the actual
The resulting measurements and images may be open to interpretation and necessitate a skilled operator to correctly assess them [12]. Ultrasonic measurements which can relate directly to material properties and are not operator-dependent would therefore be valuable to health diagnostics and nondestructive testing. Much work has been done to solve this problem and has led to the field of Quantitative Ultrasound (QUS).

A number of quantifiable parameters have been studied in the literature. It has been shown that the sound speed is dependent upon the structure of tissue and has also been used to create images [25-31]. The speed of sound in is dependent on the material properties such as the density and stiffness. Tissue characterization based upon calculation of the attenuation coefficient has also been widely studied [26-33]. Attenuation is a measure of how much of the initial sound energy is lost to the material caused by either absorption because of viscous and thermal effects or by wave scattering due to the internal structure.

Quantitative ultrasound has not been restricted to only these types of measurements but has also included more complex parameters that combine both model and experiment. These measurements have extended beyond just the time domain and into the frequency domain. Spectral-based QUS was first studied by Lizzi and Feleppa in the 1980s [34-36]. By analyzing the characteristics of waveforms’ power spectra they found that several physical parameters could be estimated. When a linear fit is performed on the frequency spectrum, the slope can be related to the size of the scatterers. The intercept correlates with the volume concentration of the scatterers as well as the acoustic impedance. It was also determined that spectral-based analysis is more robust to external influences introduced by the equipment. This allows for measurements to be more consistent across different laboratories. These methods are prevalent in literature and are still relevant today having been applied to rat models and human liver, renal, ocular and breast tissue [34-38].
By far the most popular spectral parameter is the backscatter coefficient [37-45]. This parameter is a measure of the sound intensity reflected back to the transducer in pulse-echo mode. This does differ from standard methods however. This measurement looks at the amplitude of the backscatter in the frequency domain, rather than just the maximum strength of time domain pulse. Several factors influence the frequency-dependent backscattered intensity. This value is reliant upon the size, shape, number, and material properties of the scatterers. The effects of these properties on the scattering of waves will be discussed more in depth in subsequent chapters. To properly calculate the backscatter coefficient the geometry and characteristics of the transducer must be taken into account. Several different formulations have been developed and consider unfocused and focused transducers, and even transducer arrays [38,40-45]. Methods to improve the measurement have also taken into account attenuation effects [46,47]. Once the backscatter coefficient is determined numerous models have been developed to relate the value to specific properties of the system such as size and concentration [38,47,48].

Other more advanced signal processing techniques are employed as well. One of these methods is the cepstrum [49]. This approach was originally developed for detecting echoes in earthquakes and in often used in speech processing. It is particularly useful for detecting periodicities in the frequency spectrum or the presence of higher order harmonics. It is defined as the inverse Fourier transform of the absolute value of the logarithm of the frequency spectrum. This method has been applied to tissues to determine the mean scatterer spacing [50,51]. Tissues, while not as organized as other materials, do possess some order of organization. This parameter attempts to quantify the overall characteristic spacing by considering the tissue to be composed of point scatterers with an average distance in between. This measurement has also been carried out using other methods such as autocorrelation functions or wavelets [52-54].
Wavelet transforms, or wavelets, are a relatively recent development. A wavelet transform is similar to the more traditional Fourier transform, but it has one key difference. Wavelets are interested in the frequency domain components of a signal as well as the time in which they occur. They are used on occasion for soft material ultrasound [55]. They have found used in standard pulse-echo methods through denoising or feature extraction [56-58]. However, they are far more commonly found in nondestructive fields using guided waves which we will touch on in a later section.

Over about the last 30 years another method of ultrasound imaging has been developed to visualize tissue based upon its mechanical properties. This field, known as elastography, creates images by detecting the local differences in the Young’s modulus in the tissue. It has long been known that many tumors often feel to the touch like they have a different stiffness than the surrounding tissue. This technique of detecting tumors by squeezing them, called palpation, is hardly high-tech but is widely used [59]. Elastography performs essentially this process but uses the ultrasonic response to detect the difference in stiffness. This method works by measuring the local strains felt by the tissue during mechanical loading. The loading can be accomplished in several different ways. The tissue can be dynamically loaded, in which it is subject to a low frequency vibration, and an ultrasound signal can be conducted. Static loading is also possible. For this situation, a standard pulse-echo measurement is taken. The tissue is then compressed, typically < 1% strain, and the measurement is taken again. In this case, since there are two pulse-echo measurements, the relative time differences between the returned echoes can be calculated. The strain, and therefore the Young’s modulus, can then be estimated which allows images based off of the tissue’s stiffness to be created [23,60-63].
Standard medical ultrasound instruments typically operate from about 2-15 MHz. While the resolution may improve with increasing frequency (Figure 4), unfortunately the attenuation increases as well which has led to high frequency ultrasound (>20 MHz) typically being used in only certain applications that do not require a large depth of penetration. Two fields in which high frequency ultrasound is used are ophthalmology and dermatology. Ophthalmological uses often include measuring cornea thickness and general imaging of the eye [64-65]. The increased resolution has made high frequency ultrasound useful for imaging skin since the penetration need not be large [66,67]. Intravascular imaging has also made use of high frequency ultrasound [68,69]. Ultrasonic endoscopes have also been developed for internal imaging [70]. Another specialized field which makes use of the increased resolution of high-frequency ultrasound is acoustic microscopy. Acoustic microscopes operate in a manner similar to optical and electron microscopes, but they use sound waves to probe the material. Typical setups use very high-frequency ultrasound of at least 50 MHz, but there do exist systems capable of using ultrasound in the GHz range [71]. First developed in the 1970s, acoustic microscopes have now even seen commercial development [72-74]. These microscopes have found use in industrial applications for small-scale flaw detection. This is particularly useful for testing the quality of electronic packaging and characterizing materials [75]. Acoustic biomicroscopes have also been developed to monitor cellular changes [76,77].
A previous study by Doyle et al. evaluated various breast cancer pathologies using several Quantitative Ultrasound techniques at high frequency in an effort to correlate high frequency ultrasound with specific tissue microstructure [78]. They made use of conventional methods as well as new parameters comprising of the density of peaks within the frequency spectrum and the slope of the second Fourier transform of the power spectrum. The researchers found that the attenuation at 50 MHz, the peak density and the slope of the second power spectrum were the most susceptible to the different pathologies. In particular, peak density, or the number of extrema present in the frequency spectrum, was the parameter with the greatest sensitivity to tissue microstructure. This dissertation will largely be concerned with the measurement of the peak density measurement due to its novelty and response to material microstructure.
1.2.3 Hard material methods

While the ultrasonic methods we have discussed thus far have centered primarily on tissues and more generally soft materials, ultrasound is utilized for the structural mapping and characterization of other materials as well. We will next briefly touch on some of these methods here.

As with tissues, the standard methods described previously are most often used and while these techniques are more than adequate for many industrial needs, there are approaches better suited to certain applications as well as more quantitative methods. Several quantitative methods used for tissues are also used for hard materials. Attenuation and sound velocity measurements have proven fruitful for improved damage detection and the characterization of porosity [79-82].

The sound speed is also useful for determining the elastic properties of linear elastic materials nondestructively [19,83]. With the use of two transducers, one which creates longitudinal waves and one which creates shear waves, it is possible to determine the relevant moduli. For example, the Poisson’s ratio \( \nu \) can be calculated as

\[
\nu = \frac{c_L^2 - 2c_S^2}{2c_L^2 - 2c_S^2}. \tag{1.1}
\]

The Young’s modulus \( E_Y \) can be found from the following equation

\[
E_Y = \frac{c_L^2 \rho (1 + \nu)(1 - 2 \nu)}{1 - \nu}. \tag{1.2}
\]

In each equation, \( c_L \) is the longitudinal or compressions sound speed. The shear wave velocity is \( c_S \), and the density is \( \rho \). In addition to being a nondestructive method, this technique offers increased acquisition speed.
1.2.4 Bounded wave methods

In unbounded solids, sound can exist in two basic modes which can describe the wave propagation—compression and shear waves (this is discussed further in Chapter two). However, when considering real materials with real boundaries, these two wave modes can interact with the boundary, interfere and create more complicated wave patterns. For certain applications these new wave types can also be useful for ultrasonic testing.

At the interface of a fluid and a solid it is possible for waves to exist on the surface of the solid. While there are several types of surface waves, the most useful is the Rayleigh wave. This wave is capable of travelling long distances across the surface and is even able to traverse curves. Rayleigh waves are extremely sensitive to surface defects and sometimes too much so. They are able to detect flaws but do not reveal much additional information [18,19].

More useful for the study of hard materials the so-called guided waves. Also known as plate waves or Lamb waves, these waves only exist for the specific geometry of a thin plate. When the material properties, thickness, angle of incidence and ultrasound frequency are the appropriate values, the longitudinal and shear wave modes reflect from the exterior boundaries and interfere in a manner creating a new wave mode propagating parallel to the plate which is able to travel great distances. These properties make Lamb waves useful for large scale flaw detection for plates and composites since the waves propagate throughout the entirety of the plate. This allows for damage identification without the need for scanning the surface as with standard pulse-echo or through-transmission techniques. Instead, single sensors or sensor arrays are often used instead. These Lamb wave sensor arrays have seen significant use in structural health monitoring. Lamb waves are highly sensitive to internal flaws but they do typically require
further signal processing for accurate feature extraction. Similarly to tissue-based methods, guided waves make use of time of flight and frequency-based measurements. Wavelets are also widely used. Sensor array methods often make use of artificial intelligence algorithms including fuzzy logic, genetic algorithms and artificial neural networks [18,19,84-86].

These other ultrasonic propagation modes are of great interest to flaw detection and are certainly interesting in and of themselves. However, they are slightly outside the scope of this dissertation, and we will focus on the modes more commonly found in soft materials in the rest of the work.

1.3 Objectives

Originally motivated by the need for improved methods for surgical margin detection, this dissertation investigates ultrasonic techniques for improved material characterization and measurement. While ultrasonic evaluation may be a mature field, ample opportunity to contribute meaningful research still exists. Conventional ultrasound techniques are useful for probing internal structure and the detection of flaws, but these measurements may require skilled operators and do not detail the material characteristics. Extensive work has been done to obtain quantitative and more absolute results, and while useful, this work typically considers only a handful of parameters and has seen limited clinical use. High-frequency ultrasound, due to its increased attenuation, has also been relegated to select fields and is not widely used. In addition, peak density is a new parameter that has only seen use in one research group so far.
The objective of the work presented in this dissertation is the development of further methods for Quantitative Ultrasound analysis. Due to the relative lack of published results for high frequency ultrasound, this work aims to expand the knowledge of high frequency testing while assessing its potential for possible medical and industrial applications. Namely, this dissertation seeks to understand the relationship between high-frequency ultrasound and microstructure. As a relatively new measurement, peak density is as a means for micro-structural assessment, and the underlying physical mechanisms are studied through experimental and computational methods to gain insight into the measurement.

1.4 Outline of dissertation

Chapter two gives a brief outline of the relevant properties of acoustic scattering which make high-frequency ultrasound an interesting topic of study. Signal processing methods which are used throughout the work are also presented. This chapter also details the equipment used in this work and the process of developing an ultrasonic laboratory.

In Chapter 3 we discuss some of the initial ultrasonic measurements that were performed. To determine the feasibility of peak density measurements, peak density was used as a basis for image reconstruction of soft materials. This was investigated at different size and frequency scales and was compared with more standard amplitude techniques. Peak density based images were found to image these materials with a higher quality than the conventional method.
It was determined that peak density measurements were dependent on the specific signal processing technique used. Chapter four describes the optimization of peak density measurements by analyzing several different signal processing methods.

To understand the physics behind the peak density measurement, experiments using controlled scatterers in tissue-mimicking phantoms are conducted. Finite element analysis is used to model the acoustic scattering and is compared with experiment. The results of these studies are given in Chapter five.

Lastly, Chapter six concludes with an overall summary of the presented work and also outlines some recommendations for future studies of the peak density measurement.
Chapter 2. 
Theory and experimental background

Much of the work presented in this dissertation is based on several central themes. This chapter gives a brief overview of the nature of sound and acoustic scattering. There also exist several core mathematical structures and experimental methods which will be used throughout the work, and this chapter serves to discuss these foundations.

2.1 Physics of sound

2.1.1 Sound waves

In the simplest terms, sound is the propagation of mechanical energy through a medium and is caused by the vibration of the particles. The particles are displaced due to changes in surrounding pressure. The vibration of the particles in turn creates additional pressure changes causing additional displacements. This sequence manifests its self as a wave. The wave travels with a speed \( c \), has wavelength \( \lambda \), and frequency \( f \), which are governed by \( c = \lambda f \). Figure 5 shows the two most common wave modes in a solid.
Figure 5. Diagram of the two basic wave propagation modes possible in a solid. Note that only longitudinal waves are possible in a liquid.

The propagation of sound can be much more easily represented in a fluid than solid, since fluids do not support the propagation of shears waves. The governing equation for acoustic waves in a fluid can be given by the wave equation for pressure [89]

\[ \rho c^2 \nabla \left( \frac{1}{\rho} \nabla p \right) - \frac{\partial^2 p}{\partial t^2} = 0 \] (2.1)

where \( t \) is time, \( c \) is the sound speed of the fluid, \( \rho \) is the density, and \( p \) is the pressure field.

Often times it is convenient to consider the steady-state solution to this equation or the results due to a pressure field which is time harmonic. This greatly reduces the complexity of the solutions as well as lets us investigate systems in regard to a fundamental part of waves— the frequency. Consider a pressure field stationary in time oscillating with a frequency \( f \) with wavenumber \( k = 2\pi f / c \)

\[ p = p(f) e^{-2i\pi ft} \] (2.2)

Then by substituting into equation (2.2) we obtain
\[ \rho c^2 \nabla \left( \frac{1}{\rho} \nabla p(f) \right) + 4\pi^2 f^2 p(f) = 0, \]  
\[ \rho \nabla \left( \frac{1}{\rho} \nabla p(f) \right) + \left( \frac{2\pi f}{c} \right)^2 p(f) = 0, \]  

If we instead consider the wavenumber rather than the frequency this becomes

\[ \rho \nabla \left( \frac{1}{\rho} \nabla p(k) \right) + k^2 p(k) = 0. \]

Assuming a constant density in the medium this finally becomes the standard form of the Helmholtz equation

\[ \nabla^2 p + k^2 p = 0 \]  

This form of the wave equation will be important throughout this work.

In a solid, the sound wave propagation is governed by Navier’s equation of motion

\[ \rho_s \frac{\partial^2 \mathbf{u}}{\partial t^2} = (\lambda + \mu) \nabla (\nabla \cdot \mathbf{u}) + \mu \nabla^2 \mathbf{u}. \]

The material properties taken into account in this equation are time, \( t \), the density of the solid, \( \rho_s \), the displacement, \( \mathbf{u} \), and Lamé’s parameters \( \mu \) and \( \lambda \). There exist two plane wave solutions for the displacement field which correspond to compression, or longitudinal waves and also shear or transverse waves which propagate orthogonally to the compression waves.

Similarly to the fluid case we can consider the displacement field to being varying harmonically in time. Taking the displacement field to be of the form \( \mathbf{u} = \mathbf{u}(k) e^{-2i\pi ft} \) and substituting into the time dependent Navier’s equation we can arrive at the following equation

\[ -\rho_s k^2 \mathbf{u} = (\lambda + \mu) \nabla (\nabla \cdot \mathbf{u}) + \mu \nabla^2 \mathbf{u}. \]
2.1.2 Acoustic scattering

When a sound wave interacts with an object, a portion of the wave is deflected. The nature of the scattering is dependent on the impinging sound wave and the properties of the medium and scatterer. In general, there exist three main scattering regimes: specular, Rayleigh, and diffractive. Figure 6 summarizes these scattering types.

![Figure 6. Illustration of the three main scattering regimes. We note that for the high-frequency ultrasound that is considered in this dissertation falls mainly in the second regime due to the small wavelength.](image)

When the wavelength of the incident wave is much smaller than the scatterer, we are in the specular regime. For this type of scattering, the resulting waves can be thought of as largely geometrical in nature and can be described in a manner similar to geometric optics [18,87]. The amount of the wave reflected and transmitted by the object is dependent on the acoustic impedance, of the object and the surrounding medium. The acoustic impedance is the measure of a material’s resistance to a driving acoustic pressure and is defined as

\[ Z = \frac{1}{2} (c) (b) \]
\[ Z = \rho c, \]  

where \( \rho \) is the density and \( c \) is the sound speed. The percentages of the reflected and transmitted waves are governed by the following relations where the subscripts 1 and 2 correspond to the configuration shown in Figure 6a: [18,19]

\[
\% \text{ reflection } R = \left( \frac{Z_2 - Z_1}{Z_2 + Z_1} \right)^2
\]

\[
\% \text{ transmittance } T = \frac{4Z_1Z_2}{Z_1 + Z_2}.
\]

On the other side of the spectrum, we can discuss the scattering for the case of large wavelength and small scatterer, typically known as Rayleigh scattering. In this regime, the wave is scattered nearly equally in all directions. In important relation given in Lord Rayleigh’s original 1871 paper is the amount of scattering in this region is proportional to \( f^4 \), where \( f \) is the frequency of the incident sound wave [88].

In the third regime, when the wavelength of the sound wave is on the same order as the size of the scatterer, the scattered wave can no longer be described with as simple of relations as for the previous cases. High-frequency ultrasound holds interest largely due to its existence in this scattering regime for typical soft materials. To better understand the scattering of high-frequency ultrasound, we briefly discuss a few general acoustic scattering models and their consequences.

This scattering regime has been of interest to many researchers over the years. Analytical solutions have been found for simple geometries as well as more complex and arbitrary shapes. Numerical methods have also been employed. However, to gain a fundamental understanding of the physics, we will discuss only some basic models commonly used for ultrasound. Mainly, we will consider the solutions for spheres immersed in a surrounding fluid and isonified by a plane wave.
The following is a generalization of the derivations found in part in [89-93] for various boundary conditions.

Consider a plane wave travelling in the positive x direction in a medium with wavenumber $k$, sound speed $c$, and at time $t$

$$p_i = P_0 e^{-ik(x-ct)} = P_0 e^{-ik(r \cos \theta - ct)} \quad (2.12)$$

The variables of $r$ and $\theta$ correspond to the usual polar coordinates. To simplify the problem, we consider a time harmonic pressure wave which allows us to ignore the time component. Since the scattered wave will be spherical in nature, it is useful to rewrite the incident pressure wave using the plane wave expansion:

$$p_i = P_0 \sum_{l=0}^{\infty} (2l + 1) i^l j_l(kr) P_l(\cos \theta) \quad (2.13)$$

where $j_l$ is the spherical Bessel function of the second kind and $P_l$ are the Legendre polynomials.

Next, we assume the scattered wave to be in the form of an outgoing spherical wave. This is given by

$$p_s = -P_0 \sum_{l=0}^{\infty} (2l + 1) (-i)^l+1 \sin \eta_l e^{i \eta_l} h_l^{(2)}(kr) P_l(\cos \theta) \quad (2.14)$$

where $h_l^{(2)}$ is the spherical Hankel function of the second kind and $\eta_l$ is the associated phase shift of the $l^{th}$ wave due to the properties of the scatterer. By applying the appropriate boundary conditions on the surface of the sphere, the phase shifts can be determined and a formula for the scattered wave obtained.

Let us now consider the case of a hard or rigid sphere of radius $a$. This implies that the displacement at the surface of the sphere is zero. For the pressure, this implies Neumann boundary
conditions, or \( \frac{\partial p_l}{\partial r} - \frac{\partial p_s}{\partial r} = 0 \). This problem has been solved by many authors, and the phase shift is given by

\[
\sin \eta e^{i\eta} = \frac{j'_i(ka)}{h^{(2)\prime}_i(ka)}.
\]

where the prime denotes the first derivative of each function.

In acoustics, it is often useful to look at the propagation at distances far from the sphere. In this case, we can take the asymptotic expansion for \( h_i^{(2)} \) as \( r \to \infty \):

\[
\lim_{x \to \infty} h_i^{(2)}(x) = \frac{i^{l+1} e^{-ikx}}{x}.
\]

This then gives the far field scattered pressure for the rigid sphere as

\[
p_{s,\text{far}} = -P_0 \sum_{l=0}^{\infty} (2l + 1) (-i)^{l+1} \frac{j'_i(ka)}{h^{(2)\prime}_i(ka)} i^{l+1} \frac{e^{-ikr}}{r} P_l(\cos \theta)
\]

or

\[
p_{s,\text{far}} = \frac{e^{-ikr}}{r} \Phi(\theta)
\]

where

\[
\Phi(\theta) = \sum_{l=0}^{\infty} -(2l + 1) \frac{j'_i(ka)}{h^{(2)\prime}_i(ka)} P_l(\cos \theta).
\]

Next, let us consider the other limiting case of a sound soft sphere. In this case, we have Dirichlet boundary conditions, and the total pressure is zero at the sphere’s surface:

\[
p_l + p_s = 0.
\]
As before, we assume a scattered wave of the form of equation (2.14). When the boundary conditions are applied the resulting phase shift is

\[ \sin \eta_l e^{i\eta_l} = \frac{j_l (ka)}{h_l^{(2)} (ka)} \]  

which gives the scattered pressure

\[ p_s = -P_0 \sum_{l=0}^{\infty} (2l + 1) (-i)^{l+1} \frac{j_l (ka)}{h_l^{(2)} (ka)} h_l^{(2)} (kr) P_l (\cos \theta) \]  

and the scattered far field

\[ p_{s,far} = e^{-ikr} \frac{\Phi (\theta), \Phi (\theta)}{r} = \sum_{l=0}^{\infty} -(2l + 1) \frac{j_l (ka)}{h_l^{(2)} (ka)} P_l (\cos \theta). \]

The previous cases do have use, but ultimately they are just simplifications of the scattering of an elastic sphere. The case of an elastic sphere was solved by both Faran and Hickling and considered the shear waves generated inside the sphere as well [92,93]. Next we show an overview of the derivation for this case.

Let there exist an elastic sphere of radius \( a \) with wavenumber \( k \), sound velocity \( c \), and density \( \rho \) be immersed in a fluid of wavenumber \( k_3 \), sound velocity \( c_3 \), and density \( \rho_3 \). We assume the same form for \( p_l \) and \( p_s \) as for the previous cases and where we need to solve for the phase shift \( \eta_l \). Now, let us consider the boundary conditions which take into account the solid mechanics of the sphere which is governed by Navier’s equation of motion in the absence of body forces:

\[ \rho \frac{\partial^2 \mathbf{u}}{\partial t^2} = (\lambda + \mu) \nabla (\nabla \cdot \mathbf{u}) + \mu \nabla^2 \mathbf{u}. \]  

The boundary conditions at the boundary \( r = a \), where \( T \) is the stress tensor of the solid
1. Fluid pressure is equal to normal stress component of solid: \( p_l + p_s = -T_{rr} \).

2. Normal displacements are equal: \( u_{t,r} + u_{s,r} = u_{\text{solid},r} \).

3. Shear stress is zero: \( T_{r\theta} = T_{r\phi} = 0 \).

The authors went through the arduous task of matching these boundary conditions and obtained the following result for the phase shift:

\[
\eta_l = \tan^{-1} \left( \frac{\tan(\delta_l(k_3a)) [\tan \Phi_l + \tan \alpha_l(k_3a)]}{\tan \Phi_l + \tan \beta_l(k_3a)} \right) \quad (2.25)
\]

where

\[
\tan \alpha_l(x) = -\frac{xj_l'(x)}{j_l(x)}, \quad (2.2)
\]

\[
\tan \beta_l(x) = -\frac{n_l'(x)}{n_l(x)}, \quad (2.27)
\]

\[
\tan \delta_l(x) = -\frac{j_l(x)}{n_l(x)}, \quad (2.28)
\]

\[
\tan \Phi_l = -\frac{\rho_3}{\rho} \tan \zeta(k \alpha, \sigma), \quad (2.3)
\]

\[
\tan \zeta(k \alpha, \nu) = -\frac{x_2^2}{2} \left[ \frac{\tan \alpha_l(k_3a)}{\tan \alpha_l(k_3a) + 1} - \frac{l^2 + l}{l^2 + l - 1 - \frac{1}{2} x_2^2 + \tan \alpha_l(x_2)} \right], \quad (2.30)
\]

and
The Poisson ratio for the sphere is given by \( \nu \) and \( n_l \) is the spherical Bessel function of the second kind. In the far field, this goes as

\[
p_{s,\text{far}} = \frac{e^{-ikr}}{r} \Phi(\theta), \Phi(\theta) = \frac{-1}{k} \sum_{l=0}^{\infty} (2l + 1)(-i)^{l+1} \sin \eta_l e^{i\eta_l} P_l(\cos \theta).
\]  

(2.32)

As mentioned previously, the results for the hard and soft spheres are ultimately the limiting cases for this solution. The same results can be achieved for the hard sphere using this equation by letting \( \rho_3 \to \infty \) and by letting \( \rho_3 \to 0 \) for the soft sphere.

To get a more intuitive understanding of the scattering, we next present the scattered far fields for different scatterers. We are mainly interested in the angular dependence \( \Phi(\theta) \) of the scattered field, and to simplify the calculation we plot the magnitude of (2.32) at a distance of 1 meter. Figure 7 shows the resulting scattered fields for a sphere immersed in water with radius \( a = 50 \mu m \) and made out of different materials. For the water, \( \rho = 1 \text{ g/cm}^3 \) and \( c = 1540 \text{ m/s} \). The various material properties are shown in Table 1.
Table 1. Properties used for polar plots in Figure 7. Values are taken from references [38,94]

<table>
<thead>
<tr>
<th>Case</th>
<th>$\rho_3 \left(\frac{g}{cm^3}\right)$</th>
<th>$c_3 \left(\frac{m}{s}\right)$</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hard</td>
<td>$\infty$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Aluminum</td>
<td>2.7</td>
<td>6300</td>
<td>.33</td>
</tr>
<tr>
<td>Glass</td>
<td>2.5</td>
<td>5570</td>
<td>.22</td>
</tr>
<tr>
<td>Fat</td>
<td>.94</td>
<td>1460</td>
<td>.4993</td>
</tr>
<tr>
<td>Soft</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Figure 7. Polar plots showing the scattered sound field for a sphere with a radius of 50μm composed of varying materials isonified by high-frequency ultrasound. The hard sphere denotes a perfectly rigid sphere which scatters all of the sound. The soft sphere is essentially an infinitesimally dense sphere which has a zero pressure condition on the surface. The plots for the other spheres consider the elastic properties of the spheres to calculate the field.
2.2 Signal processing

2.2.1 Fourier transform

Many of the measurements carried out in this work rely on numerous signal processing techniques. Presented here is a brief overview of the various methods used. One of the most commonly utilized techniques is the Fourier transform. Defined as

\[ f(x) = \int_{-\infty}^{\infty} F(k) e^{2\pi i k x} dk \]  

(2.33)

\[ F(k) = \int_{-\infty}^{\infty} f(x) e^{-2\pi i k x} dx \]  

(2.34)

the Fourier transform allows for a function to be expressed in a different variable using an alternate set of basis functions— in this case the transformed function is expressed as a sum of sine and cosines [95,96]. When applied to time-domain signals, the application of the Fourier transform allows the original signal to be separated into its constitutive frequency components. This is particularly useful when the input signal is composed of several different frequencies and the value of the resonant frequencies of the system is desired.

However, it is known that real-world signals are not continuous but rather are discrete. This implies that when it is desired to transform a discrete signal the integral formulation is no longer applicable. In this instance a discrete Fourier transform (DFT) is used. The DFT is defined as follows: [95]

\[ F_k = \sum_{n=0}^{N-1} f_n e^{-\frac{2\pi i k n}{N}} \]  

(2.35)
\[ f_n = \frac{1}{N} \sum_{n=0}^{N-1} F_k e^{\frac{2\pi i kn}{N}}. \]  

For a large signal however, the DFT becomes computationally expensive. A computationally efficient method for calculating the DFT was first developed in 1965 by Cooley and Tukey \([97]\). Known as the fast Fourier transform (FFT), this algorithm allows for the Fourier transform to be viable as an investigative tool and is the reason for the wide use in all scientific disciplines. While several different FFT algorithms exist, the most regularly used is the original Cooley and Tukey formulation.

### 2.2.2 Hilbert transform

Another standard signal processing technique used here is the Hilbert transform \([96]\). The Hilbert transform allows for the analytic signal of the signal to be determined and in turn its envelope. The envelope of the signal shows the instantaneous features of the signal such as the amplitude. An illustration of the resulting envelope is shown in Figure 8.
Figure 8. Example of pulse and envelope found from the Hilbert transform.

The Hilbert transform is defined as [95,96]

\[
\mathcal{H}[f(x)] = \frac{1}{\pi} \text{P.V.} \int_{-\infty}^{\infty} \frac{f(x)dx}{x - y},
\]

(2.5)

where \text{P.V.} is the Cauchy Principal Value. As with the Fourier transform, the discrete analog is needed for real-world signals. Fortunately there exists an efficient method for its calculation. A flowchart showing the details of the algorithm is shown below [101].
2.2.3 Peak density

The last parameter that will be discussed is peak density. This parameter, coined by Doyle in 2011, was discovered to vary with different breast tissue pathologies [78]. This parameter is of great interest and is an integral part of this dissertation. It is defined as the number of peaks and valleys present in the frequency spectrum of the received ultrasonic pulse. To illustrate this, two example spectra are shown in Figure 10. Upon inspection, it is clear that Figure 10(a) has less peaks, and therefore a lower peak density, than (b). The left spectrum has a peak density of five, and the right spectrum has a peak density of eleven. This calculation can be done by visual examination, but this process can also be done automatically. Since the peaks and valleys are just the local extrema of the function, we can identify them by taking the numerical derivative of the spectrum. Counting the number of times the derivative crosses the x axis then gives us the
number of extrema, i.e., the peak density. We do note that this method will fail for very noisy spectra, and a method for determining peak density in this case is discussed in Chapter 3.

![Example frequency spectra demonstrating the peak density measurement. Counted peaks and valleys are shown by the circles.](image)

**Figure 10.** Example frequency spectra demonstrating the peak density measurement. Counted peaks and valleys are shown by the circles.

### 2.3 Ultrasound generation and acquisition

Due to the specific nature of this work, specialized instrumentation was necessary to obtain the desired measurements. A significant portion of this dissertation was devoted to the development and implementation of the experimental equipment. This section briefly describes this process and the underlying background.

In order to generate ultrasonic waves, piezoelectric materials are typically used [18,19,23,95]. Due to the physical properties of piezoelectrics, these materials undergo deformation when an electric field is applied. In turn, the piezoelectric material is also able to generate an electrical signal when placed under loading. These characteristics prove to be
particularly advantageous for many applications. Piezoelectrics serve as the critical component of ultrasound transducers. An illustration of an ultrasound transducer is shown in Figure 11.

![Diagram of standard ultrasound transducer.](image)

Figure 11. Diagram of standard ultrasound transducer.

The piezoelectric is typically a thin wafer and is housed in the transducer casing. By carefully selecting the constitutive material and thickness of the wafer the desired frequency response can be obtained. In addition to the piezoelectric wafer, an acoustically insulating backing material is placed behind the piezoelectric to dampen the oscillation and help fine tune the output pulse.
Different electrical signals can be used to drive the transducers and vary according to the application. For the high-frequency ultrasound we are concerned with here, the optimal driving waveform is a high voltage impulse or narrow square wave excitation. This voltage spike causes the piezoelectric to vibrate which creates a pulse of sound composed of several different frequencies. In the experimental work presented in this thesis a UTEX UT340 Pulser-Receiver (UTEX Scientific Instruments Inc., Mississauga, Ontario, Canada) was used to create the ultrasound waves. This instrument is capable of producing a narrow square wave pulse with width on the order of nanoseconds. The apparatus is also capable of receiving ultrasound pulses and amplifying the signals for later analysis. Low-noise amplification is necessary due to the relatively low signal strength of the ultrasound pulse. The received signal is then passed to an oscilloscope to be digitized in order to be analyzed later. A diagram demonstrating this process is shown below.
In his work we used a Tektronix DPO 3052 Digital Phosphor Oscilloscope (Tektronix, Inc., Beaverton, OR). This oscilloscope has a bandwidth of 500 MHz and can take 2.5 billion samples every second. The bandwidth denotes the frequency range the device is able to measure and is recommended to be five times the highest required frequency. The sampling rate is selected in order to satisfy the Nyquist Criterion in which a signal must be sampled at least twice the rate of the highest desired frequency [102]. We wish to measure signals ranging from approximately 20–40 MHz and these settings were chosen to meet these requirements.

In order to expedite the measurement process the equipment was interfaced with LabView software (National Instruments, Austin, TX). Virtual instruments (VIs) were created which allow
the user to set parameters, control the equipment, and record received data. This process was ultimately compiled into a single VI for full experimental automation.

There exist two basic transducer configurations for conducting actual ultrasound measurements: pulse-echo and through-transmission. Pulse-echo measurements make use of a single transducer which both sends the pulse and receives the echo. Through-transmission, also commonly referred to as pitch-catch, uses a setup consisting of two separate transducers; one transducer which creates the signal and one which is the receiver. The following figure is a diagram of both setups.
A couplant is often used to maximize the sound propagation from the transducer face to the sample material. The couplant is a fluid which is used to ensure proper contact and displace any air which may attenuate the signal. Common techniques include immersing the sample and transducer in a liquid bath, usually consisting of water or oil. Specially formulated viscous gels may also be used which adhere to the surface of the material. The previous figure shows an
example of this type of couplant. Our laboratory uses a coupling gel similar to what can be found in hospitals (Sonotech Clear Image, Magnaflux INC, now NEXT Medical, Branchburg, NJ). It is also noted that while most applications do make use of fluid couplants, there exist several applications which utilize air-coupled ultrasound [98-100].

2.4 Experimental apparatus design and setup

The measurements we wished to perform used the through-transmission transducer configuration which presented some unique challenges. Several design requirements were taken into account. Over time the experimental design went through several iterations, and this section illustrates this process.

The most critical requirement was holding and aligning the two transducers. In order to obtain the best signal, the two transducers needed to be along the same vertical axis as closely as possible. In interest of taking multiple measurements on a single sample it was valuable to have the ability to reposition the sample or transducers. We also had transducers of different shapes and sizes, and an apparatus that could accommodate for this would be advantageous. Our initial measurements made use of larger, 0.5 MHz transducers (CMRF0.54, NDT Systems, Huntington Beach, CA). The original design consisted of a chemistry ring stand with clamps. The clamps were more than sufficient to grasp the transducers. The clamps could also be repositioned on the stand. This made it possible to align the transducers. Multiple measurements were taken by cautiously moving the sample between the transducers while maintaining a sufficient amount of coupling gel in between. This was arduous, but good measurements were still possible with care. A photograph of this apparatus is shown in Figure 14.
Figure 14. Photograph of the first iteration of the experimental setup.
While this first iteration was sufficient, it became obvious that the design could be improved. In addition to simplifying the measurement process, we also acquired new, small-scale, high-frequency transducers. These transducers were corneal pachymeters (are used by ophthalmologists to measure the thickness of the cornea) and come in a non-standard housing. A sketch of the pachymeter is shown in Figure 15.

![SolidWorks drawing of the pachymeters.](image)

**Figure 15. SolidWorks drawing of the pachymeters.**

Another measurement stage was then constructed to hold the pachymeters. The new setup held the transducers while better facilitating sample movement. It gave four axis control over the sample and transducers: x-y-z movement for the sample and z axis for one of the transducers. The micrometers provided increased precision and allowed for 0.01 inch increments. This made certain the sample was translated the proper distance for each measurement and streamlined the process for mapping measurements across the sample.
The second iteration of the sample stage proved to be more than capable of carrying out the required ultrasonic tests. However, the measurement process, while faster than the previous stage, was still time consuming. A small 1 cm x 1 cm region consists of at least 100 separate measurements which could take multiple hours in all. In the interest of efficiency an automated stage was desired. The present version uses repurposed stepper motors to translate the sample and transducers. The stepper motors provide y-z axis control for the transducers and x axis control for the sample. The height of the sample stage is adjusted using set screws. A photograph of the automated stage is shown in Figure 17.

Figure 16. Photograph of the improved sample holder. This stage allowed for more rapid measurement and higher precision.
The stepper motors can be controlled with two different interfaces. Push button control is provided through the use of an Arduino development board (Arduino, Italy). The stepper motors can also be commanded with LabView using the PC’s serial port. This motor control VI is interfaced with the ultrasound generation and acquisition VI allowing fully automated, single click control over data acquisition.
Chapter 3. Feasibility of peak density measurements and algorithm development

This section describes the initial ultrasound measurements performed. In particular, we examine the peak density method described by Doyle [78]. In their study this method was found to be reliant on the microstructure of the tissue examined. Owing to the limited studies of the parameter, we examined its potential for imaging soft materials at different frequency scales. We discuss the measurement and calculation of this parameter along with a spectral energy measurement. Two dimensional images are created for each parameter and are compared to more conventional amplitude techniques. The quality of the images is assessed for their ability to detect internal inclusions. The spectral based parameters were determined to locate inclusions just as well, if not better than the conventional method. The results of this chapter can also be found in [104].

3.1 Experimental procedure

3.1.1 Sample preparation

Tissue-mimicking phantoms were created using a mixture of Knox gelatine (Kraft Foods Global, Northfield, IL, USA) and psyllium fibre powder (Equate, Wal-Mart, Bentonville, AR, USA) [103]. Three phantoms were prepared with varying inclusions to test sensitivity to the size
of inclusions, resolution and variation due to sample thickness of different post processing techniques (amplitude, peak density and spectral energy). Phantom 1 was 2.15 cm thick and contained two pennies and two popcorn kernels. These were chosen as inclusions due to their availability and the significant difference in acoustic properties from the surrounding phantom. This choice of inclusions also helped minimize decomposition of the phantom. The second phantom had a thickness of 2.1 cm and contained an aluminium slab in addition to pennies and several popcorn kernels as inclusions. The aluminium slab spanned the height of the phantom with minimal phantom material above and below. This was done to insure that the signals would measure the properties of the slab and not the phantom-aluminium interface. The last phantom was created for use with higher frequency transducers. This phantom was thinner (2.1 mm) to account for the attenuation that occurs for high frequency ultrasound. This phantom also contained different inclusions using one hard pepper seed and two softer pepper flakes. These materials provided a contrast in stiffness and acoustic properties but are less extreme than the other inclusions used. An image of the surface of this phantom is shown in Figure 18.
Figure 18. Photograph showing an example of a phantom used in this study. This was phantom 3 and was used for high frequency measurements. The black dots are ink and were used for alignment purposes.

3.1.2 Data acquisition

Ultrasound measurements were taken using two different pairs of ultrasonic transducers to allow for multiple frequencies. For low frequency measurements, two 0.5 MHz, 0.5 inch delay-line transducers (CMRF0.54, NDT Systems, Huntington Beach, CA, USA) were used. High frequency measurements were performed using two corneal pachymeters (25 MHz, 2mm diameter, TransducerWorks, Centre Hall, PA, USA) which were chosen for their increased resolution due to the small diameter and high frequency. Each transducer pair was operated in through-transmission mode and the signals were generated and received by a high frequency pulser-receiver (UT-340, UTEX Scientific Instruments Inc., Mississauga, Ontario, Canada). The transducers were coupled to the phantoms using Sonotech Clear Image scanning gel. Waveforms were digitized at 1.25 GS/s using a digital oscilloscope (DPO 3052, Tektronix, Inc., Beaverton, OR, USA) and to reduce noise the first 512 pulses were averaged. Signal generation and acquisition was automated with LabView (National Instruments). The transducers and samples were held on custom built mounts to facilitate imaging. Photographs of the equipment are
given in Fig. 2. The apparatus shown in Figure 14 was originally built for single measurements and was used for the low frequency measurements. However, this was found to be difficult to use for imaging and a second apparatus, shown in Figure 15(b), was later built. The high frequency measurements presented here were taken using this device. This design allows for transducers of varying diameters to be used and has a movable stage which can controlled in 0.01 inch (0.254 mm) increments. Also, through-transmission measurements were used in this study, but the apparatus allows for traditional pulse-echo measurements to be taken as well. Samples were scanned using a standard raster scan pattern with a step size that half the width of each transducer with 7 mm for low frequency and 1 mm for high frequency.

### 3.1.3 Image generation

Data analysis and image creation was performed in MATLAB (MathWorks) with the pixel size being half the transducer width. As in standard C-scan techniques, images based upon the amplitude of the received signal were made. The amplitudes were calculated by finding the maximum of the Hilbert transform of each waveform.

The waveforms each have the first 3 µs removed so the main bang, or the initial generating pulse, of the transducer is not read. Each signal had a mean that was slightly nonzero which corresponded to the DC offset. This value was removed so that the signal would be centred about zero and the amplitudes were measured accordingly. The amplitudes then correspond to each pixel. Contrary to standard imaging methods which often use more processing, including logarithmic compression of the waveforms and filtering of the final image, the images presented here are left unprocessed for use as a baseline of comparison.
The next technique uses the peak density as described by Doyle et al. (2011) for image reconstruction. This analysis is a measure of the number of peaks present in the resultant waveform’s power spectrum. To generate the power spectrum, first a fast Fourier transform (FFT) was performed on each waveform. As done previously with the amplitude measurements, the first 3 µs were removed before transforming. The power spectrum is then the resulting magnitude of the FFT. From the power spectrum the number of peaks within a given frequency band can be calculated.

This work uses a different algorithm to count the peaks than in the work by Doyle et al [73]. In their work the peaks are counted within the 20-80 MHz band using a common technique where the number of times the derivative of the waveform crosses the zero axis is recorded. We found that this method was susceptible to noise and every extremum was counted. The algorithm used here detects peaks according to a user-defined threshold. Essentially, a peak is to be counted if it differs from the surrounding data by the value of the threshold. A flow chart of this algorithm is given in Figure 19. It is noted that while the algorithm finds the minima (valleys), we only count the maxima (peaks). We also did not limit the analysis to only the peaks in the 20-80 MHz band.
This threshold value allows the user to change which peaks are chosen according to their relative height. An example of how the threshold value changes which peaks are counted is shown in Figure 20. As the threshold value increases, only the larger peaks are counted. The threshold value is increased from $0.25 \times 10^{-5}$ to $1.0 \times 10^{-5}$ across the three graphs. This causes the number of peaks to decrease from 16 to 6.

Figure 20. Power spectrum of sample measurement with 0.5 MHz transducers. The peaks are identified by circles and were calculated according to different threshold values: $2.5 \times 10^{-6}$ (a), $5 \times 10^{-6}$ (b), and $1 \times 10^{-5}$ (c). The number of peaks changes with each threshold and are: 16 (a), 11 (b), and 6 (c).
Another parameter was also investigated in this study which was the energy of the waveform in the frequency domain. This parameter was calculated by finding the area under the power spectrum between two frequencies $f_1$ and $f_2$. For the low frequency transducers: $f_1=0$ MHz, $f_2=5$ MHz and for the high frequency transducers: $f_1=0$ MHz, $f_2=80$ MHz.

### 3.2 Results

Images were created based upon the methods previously described. Figure 21 shows the images for phantom 1. Amplitude images have dark regions where the transmitted waveform amplitude is low. The darker regions correspond to a lower number of peaks and lower calculated energy for the peak density and energy images respectively. Each image is normalized according to the maximum measured value of each parameter.

![Fig 21](image)

**Figure 21.** Reconstructed images for phantom 1: amplitude (b), peak density 0-5 MHz (c), energy 0-5 MHz (d). A schematic of the phantom’s layout is given in (a).
Three images generated using each described technique are given in Figure 21. These images are small, containing 25 pixels and cover an area of 12.12 cm$^2$. It is seen that pennies are observable in each image, although the resolution is not high due to the size and frequency of the transducers used. The popcorn kernels are most visible in the peak density image.

The size of the images was expanded for phantom 2. An area of 24.5 cm$^2$ is shown by 50 pixels. These images are shown in Figure 22. The aluminium inclusion appears in each image, although the edge is not as clearly defined in the peak density image (c). The penny is also visible in each as well. It is noted that one of the small inclusions appears as a darker pixel in the peak density image than in the others.

![Images showing aluminum and popcorn kernels](image)

Figure 22. Images for phantom 2: amplitude (b), peak density 0-5 MHz (c), energy 0-80 MHz (d). The phantom’s layout is described in (a).
The size of the high frequency transducers allowed for a smaller imaging area to be viewed by a larger number of pixels. Each image has 100 pixels covering a region of 1.03 cm$^2$. The increased resolution allows the small pepper seed to be discernible in each image. The peak density image shows the seed with the greatest contrast and with smaller size compared to the amplitude and energy images. A pepper flake is visible in the bottom left of each image. The pepper flake present in the bottom right corner of the phantom causes a slightly darker region in the amplitude and energy images. However, the prior knowledge of its location is what makes this inclusion visible.

**Figure 23.** Images created for phantom 3: amplitude (b), peak density 0-80 MHz (c), energy 0-80 MHz (d). An image taken of the phantom is shown in (a).

### 3.3 Discussion

The images created with each technique display the major components in each phantom. As seen in Fig. 5, the pennies appear as a dark band in each image. Beneath the dark band, the
transducers overlapped both the pennies and the phantom. This illustrates the boundary, but due to the low resolution it is not shown in fine detail. The popcorn kernels are slightly visible in the amplitude and energy images but only with the foreknowledge of their location. The kernels are more apparent in the peak density image but do not accurately depict their size or exact location. Each kernel is approximately 5-7 mm in diameter which is smaller than the typical resolution for the transducers used. This likely explains why the kernels are not accurately portrayed in any of the reconstructed images.

The larger images created for phantom 2 are similar to those of phantom 1. As before, the penny is easily visible in each different imaging technique, and the contrast is best in the amplitude and energy images. A popcorn kernel is visible in the peak density image as a dark pixel, and appears darker in the other images as well. In each image, there are bands which look to be representative of the other popcorn kernels, although with low resolution. The aluminium slab is discernible in each image. It is seen that the peak density image shows the inclusions as well and perhaps slightly better than the amplitude image. The energy based approach looks to be nearly identical to the amplitude image.

The images created earlier served as a preliminary assessment whether other techniques are comparable to typical C-scan ultrasound. While they served to show that each method is comparable, the low resolution made assessing the quality difficult. This study aimed to evaluate high frequency ultrasound for its increased resolution in addition to sensitivity to microstructure [78]. The images shown in Figure 23 use the higher frequency transducers and examine a much smaller area.
The three inclusions in phantom 3 are seen in Figure 23(a). The pepper seed is approximately an ellipse with a major axis of 3.5 mm and minor axis of 3 mm and is set at an angle. The pepper seed is obvious in each image, but its size is overestimated in the amplitude and energy images. The seed should be approximately three pixels and is best represented in the peak density image. The soft flake in the bottom is evident, but its extent is not properly shown. The flake is not a hard scatterer and each imaging method has difficulty visualizing the edge. The peak density image gives the best contrast of the middle of the flake with the surrounding phantom.

The algorithm presented here regulates which peaks are counted according to a user-defined threshold. This value adjusts the number of peaks counted and changes the detail of the image. This is illustrated in Figure 24 and Figure 25. In Figure 24 peak density images are given for phantom 1 with varying threshold values. As the threshold value is increased fewer peaks are counted. Lower values give high contrast but do not detect edges and details. Higher thresholds give less contrast and capture more of the inclusions. Figure 24(c) most readily shows the inclusions, but due to the resolution it overemphasizes the extent. The small number of pixels makes this difficult to see, but this effect is more easily realized in Figure 25 which shows images made using the 25 MHz transducers. By increasing the threshold, more of the soft flake in the lower left is visible than before.
Figure 24. Images produced for phantom 1 using different thresholds for peak counting from 0-5 MHz: $5 \times 10^{-6}$ (a), $1 \times 10^{-5}$ (b), $2 \times 10^{-5}$ (c).

Figure 25. Images created of phantom 3 using different parameters for peak counting: threshold $= 15 \times 10^7$, 0-80 MHz (a); threshold $= 50 \times 10^{-7}$, 0-80 MHz (b); threshold $= 50 \times 10^{-7}$, 20-80 MHz (c).

Currently, there is no established optimal value for the peak counting threshold. This likely will change depending on the desired image outputs whether high contrast is desired or fine edges need to be viewed. Future embodiments could allow for the user to change the threshold value in real time similar to the signal gain in typical ultrasound devices.
Fig. 9 also shows how changing the frequency band affects imaging. This technique could possibly be extended to characterization based upon particular frequency bands. However, more work would be needed to establish these metrics.

Not surprisingly, the images based upon the energy are nearly identical to the amplitude images. This is likely due to the fact that the majority of the pulse strength was located between the frequencies used in the calculations. Thus, if the waveform had low amplitude in the time domain it directly related to low energy in the frequency band used. These computations may be more fruitful if a smaller frequency band could be found that correlated to pathology.

The images generated here were created without additional processing of the waveform data other than the calculation of the parameters. Typical ultrasound imaging methods utilize different algorithms to process the waveforms and improve the amplitude measurements. The images are often filtered as well to improve the quality. Similar processing procedures could likely be extended to peak density imaging as well.

In this research, the entire transmitted waveforms were analyzed, so the effect of the resulting echoes could be included. Rather than analyzing the longer-term response of the full waveform, further investigation could discover the effects of measuring the initial received pulse. The constructed motion stage also allows for standard pulse-echo measurements to be taken. Future work could possibly adapt these analyses to more traditional B-scan methods.
3.4 Conclusion

Ultimately, through the use of tissue-mimicking phantoms images were reconstructed based upon non-conventional parameters in addition to standard amplitude C-scan techniques. Images measuring the frequency dependent energy of the waveforms gave results analogous to amplitude-based images. Peak density images better indicated the presence of inclusions compared to amplitude based images in each phantom. The size of each inclusion was often more accurately represented as well. Spectral energy methods were found to show no improvement to amplitude measurements. This investigation demonstrates the potential of using peak density imaging as an additional tool for imaging materials and tissues.
Chapter 4. Optimization and standardization of peak density measurements

The previous experiments conducted demonstrated the feasibility of the peak density measurement for material analysis and imaging. However, it was also found that the specific signal processing methods used greatly influenced the resulting value of peak density. Here we discuss the improvements that were made to the peak density measurement. This chapter gives an overview of the relevant signal processing methods including pulse width selection, window functions and spectral calibration. Additionally, these methods are applied to experimental data to optimize the acquisition of peak density parameter. The effects of the methods are discussed for individual spectra and are also assessed on a large scale by assessing the image quality of a test sample. Portions of this chapter were submitted to the journal of Mechanical Systems and Signal Processing.

4.1 Experimental setup

4.1.1 Sample preparation

In order to carry out ultrasonic measurements in soft materials, a phantom was made with properties similar to that of tissue. The phantom material was created using gelatin (Knox) and psyllium fiber powder (Equate) [103]. Inclusions were added to give contrast to adjacent measurements and included a hard pepper seed and soft pepper flakes. The addition of the
inclusions allowed a more intuitive evaluation of the signal processing techniques by visualizing our resulting two-dimensional mappings of the phantom.

4.1.2 Ultrasonic acquisition

Ultrasonic measurements were taken using two high frequency pachymeters (TransducerWorks) operated in through-transmission mode. The transducers are small in diameter (2 mm) and are centered at 25 MHz. A typical non-attenuated pulse is shown in Figure 26a). The transducers were excited with a 50ns, 100V square pulse using a UTEX UT340 pulser-receiver, and the received signals were amplified by 20 dB. The signals were digitized at 1.25 GS/s using a Tektronix DPO3052 oscilloscope. Waveform acquisition was automated through the use of LabView. To facilitate two-dimensional mapping, a micrometer stage was constructed to position the sample as shown in Figure 16. The measurements were taken in 1mm steps and were carried out in a standard raster pattern.

![Figure 26](image-url)

**Figure 26.** The ultrasonic pulse through a small amount of ultrasonic coupling gel in through-transmission mode (a). The normalized power spectrum for the received pulse (b). The standard -6 dB bandwidth is shown and corresponds to 18.6-32 MHz for a bandwidth of 52.5%.
4.2 Signal processing

4.2.1 Peak density

According to Doyle, the density of peaks or peak density, is defined as the number of resulting peaks and valleys in a waveform’s power spectrum [78]. In their paper, the ultrasonic pulses were windowed, zero padded and then had a Fourier transform applied. The number of peaks and valleys was counted by determining the number of times the derivative of the power spectrum crossed the x axis within a given frequency band. Two separate bands were discussed which did not necessarily rely on the bandwidth of the transducer. Ultimately, a single band was chosen due to improved results.

In this paper, we follow a method similar to that of Doyle et al., and we examine several factors that could influence peak density measurements including the use of window functions, the selection of pulse width, and calibration. To obtain our measurements, the DC offset is removed, and the ultrasonic pulse is determined by selecting the portion of the waveform corresponding to a predetermined length centered about the maximum of the envelope found with a Hilbert transform. We investigated five different pulse widths: 0.4, 0.6 0.8, 1.0, and 1.2 μs. Once the pulse was found, it was multiplied by one of five different window functions. The waveforms were then zero padded to 4096 points to smooth the resulting spectra and improve computational efficiency. They then underwent a fast Fourier transform, and then the resulting power spectra were obtained. We limited our analysis of the peak density to within the -6 dB bandwidth of our transducer. Within this range, the peak density was found by counting the number of times the derivative of the frequency spectrum crosses the x axis.
4.2.2 Windowing

Fourier analysis often employs particular window functions to produce the desired frequency response according to the specific application. Certain windows improve amplitude measurement while others may improve frequency resolution between adjacent bins. A window function that allows for consistent peak counting would be ideal to maximize the quality of peak density assessment. We apply different window functions to our received waveforms to determine the effect on peak density measurement. In the following cases we treat the first received ultrasound pulse as the desired waveform. This region is selected, and the window functions are applied to this portion.

The most basic window function is the rectangular or boxcar window. A rectangular “window” is applied to the waveform over the desired region. This essentially selects out the chosen interval while leaving it unchanged. Zeros are often appended to this section to increase computational speed and smooth the resulting spectrum. This interval along with the padded zeroes undergoes a Fourier transform to obtain the frequency response. The rectangular window is typically good at separating frequencies but may be inaccurate in determining their corresponding amplitudes. The resulting power spectrum with this window applied is shown in Figure 26(b).

Another common window used is the Hann window. It is defined as

\[ w(n) = \frac{1}{2} \left(1 - \cos \left(\frac{2\pi n}{N}\right)\right), \quad 0 \leq n \leq N - 1. \]  

(4.1)
The ultrasonic pulse is multiplied by this function. This serves to decrease the effects that can arise from non-periodicities toward the endpoints. The Hann function is one of the most used windows due to its versatility. The resulting windowed waveform is shown in Figure 27(a).

![Figure 27](image)

**Figure 27.** Representations of our windowed pulse for different window functions compared with the rectangular window: Hann (a), Hamming (b), Blackman-Harris (c), and Tukey (d). The corresponding window functions are shown as a solid, black curve above each pulse.

A window regularly used is the Hamming window. This function is similar to the Hann window except that it is nonzero at the endpoints. An example of this is shown in Figure 27(b), and the function is defined as

$$w(n) = 0.54 - 0.46 \cos \left( \frac{2\pi n}{N} \right), \quad 0 \leq n \leq N - 1.$$  \hfill (4.2)
The 4-term symmetric Blackman-Harris window is another general purpose window function. It is given as:

\[
w(n) = a_0 - a_1 \cos\left(\frac{2\pi n}{N-1}\right) + a_2 \cos\left(\frac{4\pi n}{N-1}\right) - a_3 \cos\left(\frac{6\pi n}{N-1}\right), \quad 0 \leq n \leq N - 1
\] (4.3)

where \(a_0 = 0.35875, a_1 = 0.48829, a_2 = 0.14128\) and \(a_3 = 0.01168\). This function is closely related to the Hamming window. The effects of applying this window are shown in Figure 27(c).

The last window we used is the Tukey window. It is less common than the previous windows, but it bridges the gap between the rectangular and Hann windows. This window has a flat top and unlike the previous window functions has an adjustable parameter, \(\alpha\). The Tukey window is

\[
w(n) = \begin{cases} 
\frac{1}{2} \left[1 + \cos\left(\pi \left(\frac{2n}{\alpha(N-1)} - 1\right)\right)\right] & 0 \leq n < \frac{\alpha(N-1)}{2} \\
1 & \frac{\alpha(N-1)}{2} \leq n < (N - 1)\left(1 - \frac{\alpha}{2}\right) \\
\frac{1}{2} \left[1 + \cos\left(\pi \left(\frac{2n}{\alpha(N-1)} - \frac{2}{\alpha} + 1\right)\right)\right] & (N - 1)\left(1 - \frac{\alpha}{2}\right) \leq n \leq (N - 1)
\end{cases}
\] (4.4)

By varying \(\alpha\) this window shape and for particular values of \(\alpha\) becomes the rectangular \((\alpha = 0)\) and Hann \((\alpha = 1)\) windows. In our work we use \(\alpha = 0.1\), and Tukey windowing of our pulse is presented in Figure 27(d).

4.2.3 Calibration

Often in ultrasonic frequency-based measurements the power spectrum is calibrated by a reference spectrum to eliminate the systemic effects resulting from the transducers and equipment [35-38 45]. Since the majority of ultrasonic measurements are taken in pulse-echo mode, this reference spectrum is typically the pulse that is received from an echo off of a strong
reflector placed in the coupling medium. Our measurements are taken in through-transmission mode, and thus our reference spectrum is taken from the pulse transmitted through a small amount of acoustic coupling gel. This is the same spectrum as shown in Figure 26. The power spectrum is calibrated by dividing the measured spectrum by the reference spectrum point by point. In this work, we will also examine the consequences calibrating the spectrum has on determining peak density.

4.3 Results and discussion

4.3.1 Effects of windowing

Each window gives a different response in the frequency domain. The resulting power spectra for each are shown in Figure 28(a) for a strong signal that passed through a plain portion of a phantom. We see that for this waveform the application of different windows has minimal effect, and the peak density does not change. Windowing does begin affecting the frequency spectra for more moderate strength signals such as the pulse in Figure 28(b). In the power spectrum shown in Fig. 4(b) the Hann, Hamming and Blackman-Harris windows smooth the portion around 30 MHz. The peak densities in this case are: Rectangular 4, Tukey 3, Hann 2, Hamming 2, and Blackman-Harris 2.
Figure 28. The normalized power spectra for each different window function for a strong pulse (a) and a moderate strength pulse (b). The vertical bars correspond to the bandwidth of the transducer and the range of frequencies of which the peak density was measured.

The image in Figure 29 shows the results for a weakly received signal. In this case, the ultrasound pulse was transmitted through our phantom material but encountered an inclusion, a hard pepper seed. This causes very little of the transmitted pulse to be received. For this measurement we see that the Hann, Hamming, and Blackman-Harris windows each preserve the greatest portion of the transmitting transducer’s original frequency characteristics. Meanwhile, the rectangular and Tukey windows are much more scattered across the frequency bins. For this example, the peak density is: rectangular 16, Tukey 16, Hann 6, Hamming 6, and Blackman-Harris 6.
For peak density to be viable as an imaging and characterization method we would expect that that in the presence of an inclusion, the value would be significantly different than for ordinary phantom material. The Hann and Blackman-Harris windows peak density measurements for an inclusion are only different from clear phantom measurements by 2. This is hardly dissimilar enough to reasonably distinguish large differences in structure, let alone less significant changes. Overall, for our 100 hundred measurements the rectangular window had peak densities ranging from 2-19, the Tukey window ranged from 2-16, the Hann window gave 1-8, the Hamming window spanned 1-8, and the Blackman-Harris window had peak densities from 1-7. We have seen that the Hann, Hamming, and Blackman-Harris tend to smooth out the power spectra and capture the overall frequency distribution while ignoring small, abrupt changes. This suggests that these windows may not necessarily be suitable for peak density measurements.

**Figure 29. The normalized power spectra of a weak signal using each window function.**
4.3.2 Effects of pulse width

It was found that the length of the portion of the pulse selected from each waveform influenced peak density in about half of the measurements. To more closely examine the effect, several pulse widths were chosen. These were 0.4, 0.6, 0.8, 1.0, and 1.2 μs which correspond to 10, 15, 20, 25, and 30 wavelengths for 25 MHz transducer with a wave speed of approximately 1400 m/s. Figure 30 demonstrates the consequences of pulse width selection with rectangular windowing. An example of a scan unaffected by pulse width is shown in Figure 30(a) with four peaks found for each pulse width. For the A scan shown in Figure 30(b), lengthening the waveform changes the spectrum around 31 MHz and increases the peak density from two to three. A very weak signal is shown in Figure 30(c). Widening of the pulse causes a significantly larger number of peaks to be present. For the shortest pulse width only 4 peaks are counted and the peak density increases to 15 for the largest pulse width.
Figure 30. The resulting power spectra using different pulse widths and rectangular windowing.

For the 100 ultrasonic measurements it was seen that increasing the length of the selected pulse led to larger ranges for the peak density measurements. For the measurements with rectangular windowing, the shortest width of 0.4 μs had peak density range of 1-5. For the 0.6 μs width the peak density was 1-9, the 0.8 μs width ranged from 2-13, and the 1.0 μs gave 2-13 as
well. The longest pulse width of 1.2 μs had a range of peak densities from 2-18. Similar effects were also found for the other window functions for increased pulse widths. The larger range of peak densities found with longer pulse widths is more useful for detecting a greater span of material dissimilarities.

4.3.3 Effects of calibration

A few examples of the calibration spectra are shown in Figure 31 for rectangular windowing of the 1.2 μs samples. For the 100 peak density measurements taken, 58 were left unchanged. For the rest of the measurements, the peak density typically differed by a value of one or two with only six measurements varying by more than two. The calibrated spectra for the same pulses as in Fig. 4 are shown in Figure 31(a) and (b) respectively. The peak density remains the same in Figure 31(a), and two additional peaks are gained with calibration in Figure 31(b). Figure 31(c) shows the most extreme instance where the calibration changes the value of the peak density. The spectrum is flattened considerably, and the peak density for the uncalibrated spectrum is 2 while the calibrated spectrum has a value of 6.
Figure 31. Comparison of calibrated and uncalibrated spectra for various ultrasonic measurements with rectangular windowing. The amplitude of the calibrated spectrum in (b) was increased by a factor of 20 for better visualization.

The peak densities found with calibrated spectra were largely comparable to that of the uncalibrated results. For the 1.2 μs pulse width and rectangular windowing the peak density spanned 3-18 while the uncalibrated peak densities ranged from 2-18. The results for the other windows and pulse lengths with calibration were analogous to their respective uncalibrated counterparts as well.

Figure 32 summarizes our results by presenting two dimensional images created for each measurement configuration. By inspecting the images, we easily see that peak density determinations are dependent upon the measurement procedure. For the shortest pulse width taken, the peak density value is unreliable; the pixel values are widely varied in these images,
and the internal structure is not apparent. As the pulse width increases, modest improvements are seen in the images. The use of different window functions has the largest impact on peak density. The Hann, Hamming, and Blackman-Harris windows cause the spectra to become too smooth and do not capture the small-scale frequency variations necessary to differentiate substantially dissimilar materials. However, at longer pulse widths these three windows do begin to suggest the presence of the inclusions. The rectangular and Tukey windows proved to be extremely similar. Apart from a few minor differences in certain individual pixels, the rectangular and Tukey windows give nearly identical images. The Tukey window may have an advantage over the rectangular window due to its adjustable parameter, $\alpha$, but the effects of $\alpha$ were outside of the scope of this study. Calibrating the spectra had little impact on the resulting peak density images. A small increase in contrast between the inclusions and background were noticed, but the improvement was not necessarily significant.
4.4 Conclusion

Peak density has previously been established as an ultrasonic measurement responsive to changes in tissue microstructure [73]. Through the use of a tissue-like phantom material we investigated the outcomes of peak density measurements when commonly used signal processing techniques are considered and applied.
1. The selection of the pulse width plays a role in resulting peak density measurements. Small pulse widths of 10 wavelengths gave poor results while increasing pulse widths gave improved visualizations of the phantom material.

2. Windowing the pulses gave significantly different peak densities. Three windows, the Hann, Hamming, and Blackman-Harris did not give the appropriate frequency response necessary for counting peaks. The rectangular and Tukey windows were comparable with no large distinction between them. However, the rectangular window was found to produce a slightly larger range of peak density values.

3. Calibration of the waveforms demonstrated very little improvement in peak density measurements compared to the uncalibrated spectra. Calibration may prove useful for peak density measurements performed with different equipment, but that outcome was not studied here.
Chapter 5.
Development of systematic relationship between microstructure and measurement

The previously discussed work has demonstrated the feasibility of peak density measurements by evaluating images of tissue-mimicking phantoms based on peak density. Peak density images have been shown to visualize internal structure at least as well as more conventional through-transmission techniques. The acquisition of peak density has also been optimized to give high quality, consistent measurements. However, these previous measurements have been largely concerned with larger-scale differences in the material structure. Ultimately, the goal of this dissertation is to relate the peak density measurement with microstructure and better understand the applicable physics. This chapter investigates the sensitivity of peak density to microstructure through systematic experimental and computational methods. The relevant theory is also discussed. A portion of the work in this chapter was submitted to the journal *Ultrasonics*.

5.1 Relevant scattering theory

As discussed in Chapter 2, for an elastic sphere we can express the scattered pressure in the far-field with wavenumber $k$ and polar coordinates $r$ and $\theta$

$$p_{s,\text{far}} = \frac{e^{-ikr}}{r} \Phi(\theta),$$  \hspace{1cm} (5.6)
\[ \Phi(\theta) = \frac{-1}{k} \sum_{l=0}^{\infty} (2l + 1) (-i)^{l+1} \sin \eta_l e^{i\eta_l} P_l(\cos \theta), \] (5.7)

where the phase shift \( \eta_l \) is found from the application of the boundary conditions [89-93]. It was seen that the material properties of the scatterer affected the resulting field, and we plotted the angular distributions for various properties. From the angular distributions, it can be gleaned that the total magnitude of the scattered field changes as well. The amount of the total scattered field is known as the scattering cross-section, \( \sigma_s \). This value can be useful for different applications for when the amount of signal loss due to scattering is needed. It can be calculated as [89,105]

\[ \sigma_s = 2\pi \int_0^\pi |\Phi(\theta)|^2 \sin d\theta. \] (5.8)

We can then derive the scattering cross-section for the elastic sphere. First we consider the angular component from equation (5.7). We then have

\[ \sigma_s = 2\pi \int_0^\pi \left| \frac{1}{k} \sum_{l=0}^{\infty} (2l+1) (-i)^{l+1} \sin \eta_l e^{i\eta_l} P_l(\cos \theta) \right|^2 \sin \theta d\theta, \] (5.35)

\[ \sigma_s = \frac{2\pi}{k^2} \sum_{l,m} (2l+1) (2m+1) \sin \eta_l \sin \eta_m e^{i(\eta_l-\eta_m)} P_l(\cos \theta) P_m(\cos \theta) \sin \theta d\theta. \] (5.36)

\[ \sigma_s = \frac{2\pi}{k^2} \sum_{l,m} (2l+1) (2m+1) \sin \eta_l \sin \eta_m e^{i(\eta_l-\eta_m)} \int_0^\pi P_l(\cos \theta) P_m(\cos \theta) \sin \theta d\theta \] (5.37)

We then use the orthogonality of the Legendre Polynomials 95
where $\delta_{l,m}$ is the Dirac-delta function. This yields

$$
\sigma_s = \frac{4\pi}{k^2} \sum_{l,m} (2m + 1) \sin \eta_l \sin \eta_m e^{i(\eta_l - \eta_m)} \delta_{l,m}
$$

(5.39)

This collapses the double summation, and we obtain

$$
\sigma_s = \frac{4\pi}{k^2} \sum_{l=0}^{\infty} (2l + 1) \sin^2 \eta_l
$$

(5.40)

---

Figure 33. Scattering cross-sections for 5 μm and 69 μm diameter glass beads in water.

Figure 33 shows the scattering cross-sections for 5 μm and 69 μm diameter glass beads immersed in water. We see the Rayleigh regime as well as the transition to more complicated scattering. We see that the cross-section is reliant on the size of the scatterer since the plots are shifted due to the relation of the wavelength to scatterer size. Also noted is the presence of resonances due to the material properties of the scatterer.
Let us next consider \( N \) identical scatterers. Assuming no multiple scattering, it is reasonable to take the scattering cross-section of all of the scatterers to be

\[
\sigma_{s,N} = N\sigma_s
\]  

(5.9)

For our peak density measurements, we conduct measurements over a frequency band. Let us now take into account the scattering cross-section across multiple frequencies. We define \( \sigma_s(k) = \sigma_s \) at a given frequency. Then for a given scatterer, the total scattering cross-section across the frequency band is given by

\[
\sigma_{sk} = \sum_k \sigma_s(k)
\]  

(5.10)

From (5.9) and (5.10) it follows that the total scattering cross-section for \( N \) identical spheres across a given frequency band is

\[
\sigma_{s,total} = N \sum_k \sigma_s(k) = N\sigma_{sk}
\]  

(5.11)

Let us now look at what happens when we calculate \( \sigma_{s,total} \) for various diameters and numbers of glass scatterers from the 1-200 MHz band. The calculated cross-sections are shown in Figure 34. We see that the cross-section is highly-dependent on both the diameter and the number of scatterers.
Now that we have better understand of the total scattering present in a system of identical scatterers, we will next study the results of peak density measurements for glass bead scatterers of different diameters and number densities through experimental as well as computational means.

Figure 34. Bar plot of $\sigma_{s,\text{total}}$ for assorted numbers and diameters of glass beads.
5.2 Experiment

5.2.1 Sample preparation

Ultrasonic measurements were carried out with the use of tissue-mimicking phantom with soda-lime glass microspheres acting as scatterers. The phantoms were prepared using water and gelatin in a manner similar to Bude [103]. However, in this study the psyllium fiber powder used in Bude was omitted. The base water-gelatin mixture was a 12.5:1 ratio of water to gelatin. Phantoms were formed into 3.2 mm tall and 40 mm wide cylinders. Glass microspheres of different nominal diameters were added to the gelatin mixture in varying concentrations and mixed. The mean sphere diameters used were 5, 9, 34, 69 µm. Exact distributions of the spheres are shown in Table 2.

<table>
<thead>
<tr>
<th>Mean Diameter (µm)</th>
<th>Lower limit (µm)</th>
<th>Upper limit (µm)</th>
<th>Product ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td></td>
<td>8</td>
<td>P2011SL</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>15</td>
<td>P2015SL</td>
</tr>
<tr>
<td>34</td>
<td>20</td>
<td>55</td>
<td>P2050SL</td>
</tr>
<tr>
<td>69</td>
<td>48</td>
<td>83</td>
<td>P2075SL</td>
</tr>
</tbody>
</table>

Each phantom contained a different number density of microspheres. The five concentrations used in this study were: 1, 25, 50, 75, and 100 mm$^{-3}$. Through-transmission optical microscopy was used to image the phantoms to ensure the proper sizes and concentrations of the glass microspheres. An optical microscope along with a digital camera was used for the imaging. Images of select phantoms are shown in the following figure.
5.2.2 Experimental Setup

The ultrasound setup in this study used two small-diameter, single-element, high-frequency transducers operated in a through-transmission configuration. Each transducer had a center frequency of 31.5 MHz. Figure 36 shows the through-transmission response of the transducers when separated by a small amount of coupling gel. The -6 dB bandwidth of the transducers is in the 22-41 MHz range.
The transducers were excited by a 100 V, 5 ns square wave pulse by a high-frequency pulser-receiver. Received pulses were digitized at 1.25 GS/s using a digital storage oscilloscope. The transducers were mounted on a homemade, automated 3-axis control stage and interfaced with LabView. Measurements were taken at 1 mm steps, and the samples were scanned in a standard raster pattern for 100 steps. To ensure sufficient contact between the transducers and the sample, ultrasonic gel was amply used and carefully monitored.

5.2.3 Parameter calculation

Here we describe the calculation of the peak density parameter. In order to minimize local variations, each sample was scanned at 100 separate locations. The received waveforms were loaded into Matlab for analysis. Each pulse was windowed by selecting 1500 points about the maximum of the pulse which was found using a Hilbert transform. A Tukey window with an adjustment parameter $\alpha = 0.1$ was then applied to the pulse. This was performed to eliminate any
edge effects introduced by the finite windowing of the original rectangular window. The power spectrum for each pulse was then determined. To negate the specific frequency effects introduced by the experimental setup, the measured power spectrum was divided by a reference spectrum. The reference spectrum was found by measuring the signal received through a very small amount of coupling gel. This is the same spectrum as shown in Figure 36.

The peak density is defined as the number of local maxima and minima present in the spectrum. This value was determined by calculating the numerical derivative of the normalized spectrum. The number of times the derivative crosses the x axis then denotes the peak density. Process flow for this calculation can be found in Figure 37. The peak density was calculated for each individual scan point. The measured peak density for each phantom was then the average of the peak density of the individual scan lines.

![Figure 37. Flow chart for the experimental determination of peak density.](image)

5.3. Finite element analysis (FEA) simulation

5.3.1 Theory

Comsol Multiphysics v5.1 software was used to carry out the finite element simulations in this study. This software was chosen due to its ability to couple various types of physical Partial
Differential Equations (PDEs), in this case, acoustics and solid mechanics. Moreover, while other numerical methods for studying acoustic systems may exist, commercial finite element analysis software was chosen for its robust computational ability and its reproducibility among different researchers.

In the fluid region, Comsol solves the 2D Helmholtz equation

\[
\nabla \cdot \left( -\frac{1}{\rho_c} (\nabla p_t - \mathbf{q}_d) \right) - \frac{k_{eq}^2}{\rho_c} p_t = Q_m
\] (5.43)

where the equivalent wave number \( k_{eq} \) is defined for frequency \( f \) and the fluid sound speed \( c_c \) as

\[
k_{eq}^2 = \frac{(2\pi f)^2}{c_c^2} - k_x^2 = k^2 - k_x^2.
\] (5.44)

The out-of-plane wave number \( k_x \) is set to zero in our models. \( Q_m \) and \( \mathbf{q}_d \) correspond to monopole and dipole source terms. These terms are both zero in our system. The total pressure, \( p_t \), is defined as the sum of the background pressure field and the scattered field: \( p_t = p_b + p_s \).

The background pressure field in our models is a plane wave propagating in the \( \vec{e}_x \) direction and is given by \( p_b = p_0 e^{-ikx} \). Compiling these simplifications and using a constant fluid density, \( \rho_c \) the equation becomes

\[
\nabla^2 p_t + k^2 p_t = 0.
\] (5.45)

In order to fully capture the effects created by having elastic scatterers, the two-dimensional Navier’s equation of motion is also solved for the solid scatterers. The microspheres are modeled as an isotropic, linear elastic material. The governing equation is then

\[
-(2\pi f)^2 \rho_s \mathbf{u} = \nabla \cdot \mathbf{S} + F_{e} e^{i\phi},
\] (5.46)
where $f$ is the frequency, $\rho_s$ is the density of the solid, $S$ is the Cauchy stress tensor, $F$ is the force acting on the solid, and $\phi$ is the phase component of the force. The displacement field of the solid is given by $u$.

At the boundary of the fluid and the solid interface, the PDEs for the fluid acoustics and solid mechanics are coupled with the following boundary conditions

$$ n \cdot \left( \frac{1}{\rho_c} \nabla p_t \right) = -n \cdot u_{tt}, \quad (5.47) $$

$$ F_A = p_t n \quad (5.48) $$

where $n$ denotes the unit vector normal to the boundary, $u_{tt}$ is the structural acceleration, and $F_A$ is the load acting on the solid structure.

5.3.2 Model setup

The model is arranged into two simulation domains—fluid and solid. A schematic of the model geometry is shown in Figure 38. In addition, we make use of a perfectly matched layer (PML) surrounding the fluid domain. This layer mimics a non-reflecting boundary condition and allows any outgoing waves to leave the model domain without any reflection. A dense mesh was used to ensure proper resolution for the propagating waves, and the maximum element size was $\lambda/8$, where $\lambda$ denotes the wavelength of the signal traveling through the medium.
Figure 38. Geometry used in the finite element model. Modeling domains are shown in (a). The four sets of randomly distributed microspheres are given in (b)-(e). The number denotes when the scatterer was added to the modeling domain, i.e., scatter five was added for the five scatterer simulation and was used for the seven and 10 scatterer simulation as well.

In order to study the scattering due to different densities of scatterers the simulations are conducted with different numbers of randomly distributed scatterers using the same diameters as the microspheres in the experiment. The simulations are repeated for four different distributions. The positions of each scatterer were randomly generated and were repeated for each diameter. The number of scatters used in the simulation was determined by calculating the expected number of spheres present in a thin layer of the experimental phantom. A layer with an area of 1 mm² and a height of 69 µm was used as well as the experimental number densities. The resulting number of scatterers used was 1, 2, 3, 5, and 7.
Table 3. Input parameters for FEA simulation.

<table>
<thead>
<tr>
<th>Model parameters fluid</th>
<th>Input value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density $\rho_c$</td>
<td>1 g/cm$^3$</td>
</tr>
<tr>
<td>Sound speed $c_c$</td>
<td>1540 m/s</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model parameters solid</th>
<th>Input value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density $\rho_s$</td>
<td>2.5 g/cm$^3$</td>
</tr>
<tr>
<td>Poisson ratio $\nu$</td>
<td>0.22</td>
</tr>
<tr>
<td>Young’s Modulus $E_Y$</td>
<td>68 GPa</td>
</tr>
<tr>
<td>Sound speed $c_s$</td>
<td>5570 m/s</td>
</tr>
</tbody>
</table>

5.3.3 Parameter estimation

To simulate the resulting experimental power spectra the simulation is repeated, and the Helmholtz equation is solved for each different $k$. In order to detect small changes in the resulting scattered pressure field for each frequency, the frequency was incremented in steps of 200 kHz and spanned the bandwidth of the transducer from 22-41 MHz. Since we are interested in all of the forward scattering, the scattered pressure field is determined on the back wall (Figure 38) of the fluid modeling domain to obtain the overall forward response. After the simulation has been conducted for each wavenumber the results are compiled into a model frequency spectrum. The derivative of the model spectrum is calculated, and the number of x axis zero crossings are counted to calculate the simulated peak density. The values are then averaged for each trial distribution. This process is illustrated in Figure 39.
5.4 Results and Discussion

The finite element model allows us to easily visualize the scattering caused by the different numbers of assorted sized scatterers. As postulated before, the total scattering tends to increase diameter and number. By inspecting Figure 42, which shows the magnitude of the scattered field for the two and five scatterer cases at the various sizes, we see that this is indeed the case.
Figure 40. Magnitude of the scattered field for different scatterer diameters for the two and five bead configurations.
5.4.1 Experiment and simulation comparison

Simulated peak densities were calculated for each scatterer geometry as well as for each scatterer diameter. The peak density values were averaged for each diameter and configuration over the four trials. The peak densities for the experiment and model can be found in Figure 41(a) and (b) respectively. Upon inspecting the graphs we see the overall trend in which peak density tends to rise for increasing scatterer size as well as increasing numbers of scatterers.

Additionally, in the experimental data we see a certain threshold value for peak density. If there is not enough scattering, the peak density remains around the value of four. Once the scattering exceeds that threshold we start seeing more peaks. This is likely due to the fact that the glass beads are embedded in the gelatin medium, and the medium overshadows the small scattering contributions of these scatterers. We note that our model considers a fluid medium. This means the model captures the entire response of the scattered pressure and incorporates even minimal scattering contributions. Ultimately, by comparing the model with the experiment, they both show the same overall trend we are interested in.
Figure 41. Bar graphs showing the measured peak densities for the experiment and finite element model.

In both the model and experiment it appears that the peak density may be beginning to level off at large scatter size and high numbers of scatterers and there seem to be local variations in the overarching trend. In order to explore this further, the simulations were repeated using both larger scatterers and higher numbers. These expanded simulations included scatterer diameters of 100 and 150 µm and also considered scatterer numbers of 10, 15, 20 and 25. The resulting simulated peak density values are shown in Figure 42.
Figure 42. Peak densities for the expanded model including larger and additional scatterers added to the simulation domain.

From the additional simulations we see that the same general trend noted earlier still holds—peak density tends to increase with scatterer size and number. We do note however that this is not necessarily absolute and in a few cases we may see a small dip in the trend. In addition, it is seen at the edges of the data the trend begins to decay. The peak density does not continue to increase with diameter at low numbers of scatterers and the peak density flattens out for the smallest scatterer at high numbers.

Figure 43 gives a more in depth view of how the peak density varies with the scatterer size and number. Figure 43(a) shows the peak density as a function of scatterer number for each different diameter. At low numbers we see that the peak density is more variable and less apt at distinguishing among particle sizes. As the number of scatterers increase, the peak density values separate, and the size of the scatterers are identified in the correct order. The peak density is
plotted as a function of scatterer size in Figure 43(b). From this graph it is seen that low numbers of scatterers, regardless of size, give much lower peak densities. Additionally, very high numbers tend to give larger peak densities for each size. Lastly, as the size of the scatterers increases, the peak densities eventually separate according to the number of scatterers present.

**Figure 43.** Simulated peak density values as a function of scatterer number (a) and scatterer size (b).

### 5.4.2 Comparison of peak density with traditional methods

In order to demonstrate the purposefulness of peak density measurement, we also compare the experimental peak density values gathered for the phantoms with more conventional through-transmission, amplitude-based measurements. The amplitude measurements were found by finding the maximum of the envelope of the pulse received through the phantom. The envelope was obtained through the Hilbert transform of the waveform. As with the previous peak density measurements, the amplitudes were determined for each individual scan line and then averaged. Figure 44 gives a side-by-side comparison of these results. From Figure 44(b) it is apparent that...
the amplitude measurements do not really discriminate among the different phantoms, whereas peak density shows a much more drastic difference.

**Figure 44. Comparison of measurements taken for experimental phantoms: peak density (a) and pulse amplitude (b).**

### 5.4.3 Comparisons with scattering theory

Figure 45 shows this value for numbers and sizes of scatterers considered earlier. We see that these results suggest a similar general trend as shown by our model earlier. This implies that peak density, which is essentially a measure of the complexity present in the frequency spectrum, is influenced by the increase in the complexity of the scattered pressure field caused by increasing the total amount scattering present in the system. Obviously, at some point the number and size of scatterers becomes high enough that multiple scattering would become a factor. While this simple scattering representation may not incorporate multiple scattering, what it does show is that as multiple scattering becomes more likely, peak density increases.
Figure 45. Calculation of the total scattering using analytical techniques. Note that z axis uses a logarithmic scale in order to show the full range of $\sigma_{s,\text{total}}$.

5.4.4 Application of peak density measurements for scatterers of different materials

To further examine the effect of the material properties of the scatterers on the total scattering within in the system as well as the peak density, we next present the results for another type of microsphere often used in experiment—polystyrene. The simulations were rerun in the same manner as done previously using the same sizes, numbers and configurations. The material properties used can be found in Table 4.
Table 4. Input parameters for polystyrene scatterers [38].

<table>
<thead>
<tr>
<th>Model parameters fluid</th>
<th>Input value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density $\rho_c$</td>
<td>1 g/cm$^3$</td>
</tr>
<tr>
<td>Sound speed $c_e$</td>
<td>1540 m/s</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model parameters solid</th>
<th>Input value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density $\rho_s$</td>
<td>1.06 g/cm$^3$</td>
</tr>
<tr>
<td>Poisson ratio $\nu$</td>
<td>0.35</td>
</tr>
<tr>
<td>Young’s Modulus $E_Y$</td>
<td>5.85 GPa</td>
</tr>
<tr>
<td>Sound speed $c_s$</td>
<td>2350 m/s</td>
</tr>
</tbody>
</table>

We expect that the difference in the material properties of polystyrene should give rise to different amounts of total scattering and in turn different values of peak density. Figure 46 plots the peak density and $\sigma_{s,\text{total}}$ as a function of number for each different diameter. From these results we observe that glass scatterers only have higher amounts of scattering for the 5 and 9 µm cases. Incidentally, we also notice these are the only two times in which the peak density for glass is consistently greater than that of polystyrene. For the 34 µm scatterer, $\sigma_{s,\text{total}}$ for both materials begins to converge along with the peak density. For the next two sizes, it is seen that the peak density for both materials are extremely similar and does not follow the trend of $\sigma_{s,\text{total}}$. For the largest scatterer, where the scattering for the polystyrene is the highest, it is seen that the peak density is well above that of the glass. Ultimately, these results suggest that peak density may discern among scatterers based upon the size, number and material. It is also observed that total amount of scattering in the systems affects the resulting peak density values.
Figure 46. Comparison of $\sigma_{s,\text{total}}$ and peak density for glass and polystyrene scatterers. Note the logarithmic scale for $\sigma_{s,\text{total}}$. 
5.5. Conclusion

The work presented here investigated the response of peak density to varied microstructure within tissue-mimicking phantoms. Experiments showed that peak density was most receptive to larger scatterer sizes and high number densities. Finite element simulations were also carried out and showed comparable trends to the experiment. To gain a deeper understanding of the peak density measurement, the simulations were extended to include additional scatterer sizes and numbers. These expanded simulations reinforced the trend noted earlier and showed that the peak density is capable of differentiating glass scatterers of different sizes for a given number of scatterers. We then briefly discussed the total amount of scattering present in the system through analytical techniques. We calculated $\sigma_{s,\text{total}}$ for our different configurations and noted the correlation between scattering strength and peak density. The analytical and finite element methods were then applied to systems of scatterers with different material properties. The results were compared for the scatterers, showed that $\sigma_{s,\text{total}}$ was dependent upon the material properties and that peak density tended to vary in a similar manner. Lastly, we also demonstrated the actual usefulness of peak density by showing that peak density showed higher sensitivity to the microstructure of the phantoms than amplitude-based measurements.
Chapter 6. Conclusion

6.1 Summary of work

Motivated by the need for improved detection methods for surgical margins, this work focused on methods for study and evaluation of soft materials. In particular, due to its inherent advantages, ultrasound was selected as the means of measurement. According to literature there exist several key gaps, and while ultrasonic evaluation may be a mature field, ample opportunity to contribute meaningful research still exists. Conventional ultrasound techniques are useful for probing internal structure and the detection of flaws. However, these measurements do not necessarily detail the material characteristics of the sample. Extensive work has been done to obtain calculable and more absolute results and has led to the field of Quantitative Ultrasound. While useful, this work typically considers only a handful of parameters and has seen limited clinical use. This dissertation aims to further this field by exploring additional parameters for QUS. Chapter 1 provided a review of traditional ultrasound methods. In addition, the techniques developed and currently used in QUS were discussed. From the literature review it was found that a parameter responsive to tissue microstructure, peak density, was worthy of additional study [73].

Chapter 2 described the relevant procedures to carry out ultrasound measurements. These techniques were used throughout the dissertation work. Over time, these methods were refined, and ultimately a fully functional ultrasound measuring system was developed.
Due to the limited studies using peak density, Chapter 3 examines this parameter by investigating it using controlled phantoms. The parameter was studied at multiple frequency scales and two dimensional mappings of the phantoms were evaluated. These early results suggested that peak density was at least as capable of imaging materials as standard through-transmission, amplitude-based flaw detection methods. This showed the viability of peak density as a measurement and demonstrated that it warranted further research.

With further analysis, it was found that the calculation of peak density was highly dependent on the specific signal processing procedure. To improve this measurement, the evaluation of the parameter was systematically studied with the application of several standard signal processing methods. Optimal acquisition settings were established to achieve reliable and reproducible measurements. This process was described in detail in Chapter 4.

To better understand the underlying physics affecting peak density, this dissertation sought to develop relationships between the parameter and microstructure. Chapter 5 first explored the total scattered pressure from elastic spheres. Experiments calculating peak density for tissue-mimicking phantoms with controlled microstructure were carried out. A finite element model was developed to compare with the experiment. The results of the experiments and model both demonstrate that peak density is most susceptible to larger scatterers and higher number densities. These peak densities were found to trend with the scattering cross-section.

6.2 Future recommendations

Owing to the youth of the peak density measurement and the relatively low amount of high-frequency ultrasound studies, there exists abundant opportunities for further research. In particular there are several specific areas to be explored:
6.2.1 Ultrasound studies of tissue

Unfortunately, the research done in this dissertation was not able to encompass the analysis of tissue samples as well. Testing real tissues would serve to advance the understanding of the high-frequency Quantitative ultrasound. This would allow for more detailed correlations to be made between peak density and tissue microstructure. In addition, new parameters and measurements may be identified that show a dependence on the structure. These further studies could serve to address the problem of margin identification as was original inspiration.

6.2.2 Studies of hard materials

The techniques described here could also be applied to systems other than soft materials. Experiments conducted with materials more commonly found in industry could prove fruitful for those applications. For example, the peak density calculation could be applied to industrial nondestructive testing for the purpose of crack detection in aerospace composites, delamination in composites or electronic packaging as well as structural analysis.

6.2.3 Higher frequency studies

In this work, it was found that peak density was most sensitive to scatterers with a high $ka$ value. This implies that with increasing frequencies the results should become more interesting. It is also possible that at higher frequency regimes new correlations may be identified. With transducer technology improving, this should be more practical.
6.2.4 Expanded modeling of high-frequency scattering

The simulations presented here do help relate peak density to the presence of multiple scattering. However, while the model suggests the underlying physics, it is not necessarily predictive largely due to the two dimensional configurations. At high frequencies, simulations of multiple scattering become computationally expensive and have problems with convergence. For example, the mesh element density for a finite element model needs to be fine enough to resolve the waves. Since the wavelength is inversely proportional to the frequency, at high frequencies the necessary mesh becomes extremely fine.

We also note that the model used in this work considers the scatterers to be immersed in a fluid. This is a commonly used assumption based on the extremely high water content of tissue, and it significantly reduces the complexity of the model. Since fluids do not support shear waves, shear wave propagation and other wave modes need not be considered, and the number of calculations needed are decreased. We recognize that by using fluid wave propagation the simulations do not take into account any resonances or relaxation effects that occur for a solid medium. This topic of multiple acoustic scattering due to objects in an elastic or viscoelastic medium is an intricate subject and an entire dissertation could be devoted to the subject. Much research is being done even at the time of this work to solve this problem [106,107].

As computing power continues to follow Moore’s Law, three dimensional models of the acoustic scattering considering elastic and viscoelastic effects will become more practical and a full predictive model may be possible.
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Appendix A. Matlab code

A.1 Peak counting

```matlab
function [peaks, val, bins] = peakcounter(Y)
% peakcounter counts the number of peaks present in a waveform
% finds peaks by finding the local extrema in a waveform by counting the
% number of times the first derivative crosses the x axis
% variables:
% peaks: number of peaks
% val: values of the peaks
% bins: locations of each peak

dy = diff(Y); % find 1st derivative
peaks = 0; % initial number of peaks to 0
bins = zeros(1, length(Y)); % initialize bins

for i = 2:length(dy) % start at second point
    if (dy(i) * dy(i-1) < 0) % determine if it crosses x axis by seeing if the product is negative
        peaks = peaks + 1; % add to peak
        bins(i) = i; % record bin
        val(i) = Y(i); % record val
    else % not a peak
        bins(i) = 0; % record 0 in bin
        val(i) = 0; % record 0 in val
    end
end

bins(bins == 0) = []; % remove zeros
val(val == 0) = []; % remove zeros
```

A.3 Fourier Transform

```matlab
function [freq, Y] = myfft(t, y, dt)
% myfft: Finds the fft given time and amplitude data
% myfft(t, y, dt)
% INPUTS:
% t time vector
% y amplitude vector
%
% OUTPUTS
% freq frequency vector cut off at nyquist frequency
% Y power spectrum of frequency cut off at nyquist frequency
```
if nargin == 2
    dt = t(2)-t(1);  % if dt is not input, calculate dt this way
end

nfft = 2^nextpow2(length(y));  % finds number of pts for computing fft... power of two improves calculation
Fs = 1/dt;  % sampling frequency
F = fft(y,nfft);  % finds fft of input waveform
Y = 2*abs(F)/length(y);  % power spectrum. factor of two is from normalization and we want single sided spectrum
% freq = (0:nfft-1)/(nfft*dt);  % finds frequency bins

nyq = Fs/2;  % nyquist frequency. max value measurable doing fft

% nyq_bin = find(freq >= nyq,1,'first');  % finds freq. bin which contain nyquist frequency

% freq = freq(1:nyq_bin);  % resizes to only show data up to nyquist freq.
freq=Fs/2*linspace(0,1,nfft/2+1);
% Y = Y(1:nyq_bin);
Y=Y(1:nfft/2+1);

end
Appendix B. Arduino Programs

B.1 Arduino stepper motor control

```c
int p1 = 8;
int p2 = 9;
int p3 = 10;
int p4 = 11;
int butFx = 7;
int butBx = 6;
int but_stateFx=0;
int but_stateBx=0;
int butLy = 5;
int butRy = 4;
int but_stateLy=0;
int but_stateRy=0;
int butUz = 3;
int butDz = 2;
int but_stateUz = 0;
int but_stateDz = 0;
int xen = A0; //motor enable pin x direction
int yen = A2; //motor enable pin y direction
int zen = A3; //motor enable pin z direction

void setup(){
  pinMode(13,OUTPUT);//test LED
  for(int i =1;i<5;i++){//test LED
    digitalWrite(13,HIGH);
  }
}"
```
delay(500);
digitalWrite(13,LOW);
delay(500);}
digitalWrite(13,HIGH);

pinMode(p1,OUTPUT);
pinMode(p2,OUTPUT);
pinMode(p3,OUTPUT);
pinMode(p4,OUTPUT);
pinMode(xen,OUTPUT);
pinMode(yen,OUTPUT);
pinMode(zen,OUTPUT);
pinMode(butFx,INPUT);
digitalWrite(butFx,HIGH);//pull up resistors
pinMode(butBx,INPUT);
digitalWrite(butBx,HIGH);
pinMode(butLy,INPUT);
digitalWrite(butLy,HIGH);
pinMode(butRy,INPUT);
digitalWrite(butRy,HIGH);
pinMode(butUz,INPUT);
digitalWrite(butUz,HIGH);
pinMode(butDz,INPUT);
digitalWrite(butDz,HIGH);
}

void loop(){
but_stateLy=digitalRead(butLy);
but_stateRy=digitalRead(butRy);
but_stateFx=digitalRead(butFx);
but_stateBx=digitalRead(butBx);
but_stateUz=digitalRead(butUz);
but_stateDz=digitalRead(butDz);
digitalWrite(xen,HIGH);
digitalWrite(yen,HIGH);
digitalWrite(zen,HIGH);
digitalWrite(zen,HIGH);
if(but_stateLy==LOW){
digitalWrite(yen,LOW);//turn motor enable pin on by setting transistor to low
step1();
step2();
step3();
step4();
delay(100);
delay(500);
digitalWrite(yen,HIGH);//turn motor enable pin off
}
if(but_stateRy==LOW){
digitalWrite(yen,LOW);
step3();
step2();
step1();
step4();
delay(100);
delay(500);
digitalWrite(yen,HIGH);
if(but_stateFx==LOW){
digitalWrite(xen,LOW);//turn motor enable pin on
step1();
step2();
step3();
step4();
stopmotor();
delay(100);
digitalWrite(xen,HIGH);//turn motor enable pin off
}

if(but_stateBx==LOW){
digitalWrite(xen,LOW);
step3();
step2();
step1();
step4();
stopmotor();
delay(100);
digitalWrite(xen,HIGH);
}

if(but_stateUz==LOW){
digitalWrite(zen,LOW);//turn motor enable pin on
step1();
step2();
step3();
step4();
}
delay(600);
digitalWrite(zen,HIGH);//turn motor enable pin off
}  
if(but_stateDz==LOW){
digitalWrite(zen,LOW);
step3();
step2();
step1();
step4();
delay(600);
digitalWrite(zen,HIGH);
}
}

void step1(){
digitalWrite(p1,HIGH);
digitalWrite(p2,LOW);
digitalWrite(p3,LOW);
digitalWrite(p4,HIGH);
delay(25);
}

void step2(){
digitalWrite(p1,HIGH);
digitalWrite(p2,LOW);
digitalWrite(p3,HIGH);
digitalWrite(p4,LOW);
delay(25);
void step3(){
  digitalWrite(p1,LOW);
  digitalWrite(p2,HIGH);
  digitalWrite(p3,HIGH);
  digitalWrite(p4,LOW);
  delay(25);
}

void step4(){
  digitalWrite(p1,LOW);
  digitalWrite(p2,HIGH);
  digitalWrite(p3,LOW);
  digitalWrite(p4,HIGH);
  delay(25);
}

void stopmotor(){
  digitalWrite(p1,LOW);
  digitalWrite(p2,LOW);
  digitalWrite(p3,LOW);
  digitalWrite(p4,LOW);
}