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ABSTRACT

We consider a class of symmetric stable-like operators of order $\alpha \in (0,2)$. Let

$$E(u, u) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (u(y) - u(x))^2 \frac{A(x, y)}{|x - y|^{d+\alpha}} \, dy \, dx$$

be the Dirichlet form for a stable-like operator, let

$$\Gamma u(x) = \left( \int_{\mathbb{R}^d} (u(y) - u(x))^2 \frac{A(x, y)}{|x - y|^{d+\alpha}} \, dy \right)^{1/2},$$

let $\mathcal{L}$ be the associated infinitesimal generator, and suppose $A(x, y)$ is jointly measurable, symmetric, bounded, and bounded below by a positive constant. We prove that if $u$ is the weak solution to $\mathcal{L}u = h$, then $\Gamma u \in L^p$ for some $p > 2$. As an application, we prove strong stability results for stable-like operators. If $A$ is perturbed slightly, we give explicit bounds on how much the semigroup and fundamental solution are perturbed.
For $\alpha \in (0, 1)$, we consider the one-dimensional jump stochastic differential equation driven by one-sided stable processes of order $\alpha$:

$$dX_t = \phi(X_{t^-}) \, dZ_t.$$ 

We prove that pathwise uniqueness holds for this equation under the assumptions that $\phi$ is continuous, non-decreasing and positive on $\mathbb{R}$. A counter-example is given to show that the positivity of $\phi$ is crucial for pathwise uniqueness to hold.
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Chapter 1

Introduction

1.1 Stochastic processes with jumps

As it is well-known, stochastic processes have been widely applied in modeling in many areas; for example, the Ornstein-Uhlenbeck process and geometric Brownian motion are popular models in physics and financial mathematics. However, these types of continuous models suffer from some serious defects. For example, stock prices will at times decrease or increase too fast to be followed by a geometric Brownian motion. A model that better fits the data is a geometric Brownian motion with jumps at random times. This, as well as for other reasons, led to an intense interest in recent years in studying stochastic processes with jumps.

The infinitesimal generators associated with continuous stochastic processes are given by differential operators, which are also called as local operators, while the ones associated with jump stochastic processes are integro-differential operators. Integro-
differential operators are not nearly as well understood as differential operators, and
to study them it makes sense to first look at the extreme case, that of purely integral
operators.

Recall that divergence form elliptic operators are given by the following:

\[
\mathcal{L}_d f(x) = \sum_{i,j=1}^{d} \frac{\partial}{\partial x_i} \left( a_{ij}(\cdot) \frac{\partial f(\cdot)}{\partial x_j}(\cdot) \right)(x). \tag{1.1.1}
\]

These have been studied even when the \(a_{ij}\)'s are only bounded and measurable, and
to make sense of the operator in this case, one looks at the corresponding Dirichlet
form:

\[
\mathcal{E}_d(f, f) = \int_{\mathbb{R}^d} \sum_{i,j=1}^{d} a_{ij}(x) \frac{\partial f(x)}{\partial x_i} \frac{\partial f(x)}{\partial x_j} \, dx.
\]

The most basic jump process is the Poisson process, which is the building block
for Lévy processes. A larger class of integral operators, stable operators, have the
following as infinitesimal generators:

\[
\mathcal{L} f(x) = \int_{\mathbb{R}^d} (f(y) - f(x)) \frac{c}{|x - y|^{d+\alpha}} \, dy,
\]

where \(\alpha \in (0, 2)\) and \(c\) is a constant. As in the case for divergence form elliptic
operators, it is useful to look at the associated Dirichlet form

\[
\mathcal{E}(f, f) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (f(y) - f(x))^2 \frac{c}{|x - y|^{d+\alpha}} \, dy \, dx.
\]
We also consider operators of the following form:

\[ Lf(x) = \int_{\mathbb{R}^d} (f(y) - f(x)) \frac{A(x, y)}{|x - y|^{d+\alpha}} dy, \quad (1.1.2) \]

where \( \alpha \in (0, 2) \) and \( A(x, y) \) satisfies some suitable conditions. The associated Dirichlet form is given by

\[ \mathcal{E}(f, f) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (f(y) - f(x))^2 \frac{A(x, y)}{|x - y|^{d+\alpha}} dy dx. \quad (1.1.3) \]

These operators are usually called as stable-like operators, and they bear the same relationship to the fractional Laplacian as divergence form operators do to the Laplacian.

### 1.2 Stochastic differential equations (SDEs)

The theory of stochastic differential equations (SDEs), which was developed by Itô, provides a very important tool for constructing stochastic processes. A one-dimensional SDE driven by Brownian motion with a drift is of the following form

\[ dX_t = \sigma(X_t) \ dB_t + b(X_t) \ dt. \quad (1.2.1) \]

For example, the Ornstein-Uhlenbeck processes and geometric Brownian motions mentioned in Section 1.1 can be generated through (1.2.1) by some specific choices of \( \sigma \) and \( b \). Equations of the form (1.2.1) are usually called as continuous stochastic differential equations.
For the reasons stated in Section 1.1, it is useful to study SDEs driven by jump stochastic processes. One can get the jump type analogue of (1.2.1) by replacing the Brownian motion by a Lévy process with jumps, for example, an $\alpha$-stable process $Z_t$:

$$dX_t = \sigma(X_{t-}) \, dZ_t + b(X_t) \, dt.$$  

For more background information on jump SDEs, see the books [2], [45], [46], [47] and a survey paper [10] by Bass.

In order to generate a new stochastic process (either a diffusion or a jump process) through a solution to some stochastic differential equation, it is necessary to verify the existence and uniqueness for solutions of the given SDEs.

There is a long history of studying the existence and uniqueness for solutions of SDEs, not only in an analytic way through the theory of differential equations, but also in a probabilistic way through transformations such as time changes or successive approximations. In this thesis, we study two types of uniqueness for solutions to a given SDE: one is pathwise uniqueness and the other one is weak uniqueness (see the definitions in Section 2.2). For continuous SDEs, if the coefficients are assumed to be Lipschitz continuous, then the existence of strong solutions and pathwise uniqueness can be easily obtained by Picard interation and Gronwall’s inequality. This condition has been greatly improved by Yamada and Watanabe [51], who showed that pathwise uniqueness holds when $\sigma$ is Hölder continuous of order $\frac{1}{2}$. In contrast to pathwise uniqueness, weak uniqueness, also known as uniqueness in law, requires fewer smooth-
ness conditions on the coefficients. A result by Engelbert and Schmidt [26] says that if $\sigma^2(x) > 0$ on $\mathbb{R}$, then weak uniqueness holds.

In the recent years, with the intense interest on studying the SDEs driven by jump processes, many more results on the existence and uniqueness for solutions of jump SDEs have been obtained. Some of them are parallel to the results in the continuous case. A few of these results on this topic will be discussed in detail in Section 1.4.

1.3 Meyers inequality

As mentioned in Section 1.1, divergence form operators are the ones of the following form:

$$\mathcal{L}_d f(x) = \sum_{i,j=1}^{d} \frac{\partial}{\partial x_i} \left( a_{ij}(\cdot) \frac{\partial f}{\partial x_j}(\cdot) \right)(x).$$

(1.3.1)

When the $a_{ij}$ are only bounded and measurable, one looks at the corresponding Dirichlet form:

$$\mathcal{E}_d(f, f) = \int_{\mathbb{R}^d} \sum_{i,j=1}^{d} a_{ij}(x) \frac{\partial f}{\partial x_i}(x) \frac{\partial f}{\partial x_j}(x) \, dx.$$  

One says that $u$ is a weak solution of $\mathcal{L}_d u = h$ if $\mathcal{E}_d(u, v) = -(h, v)$ for all $v$ in a suitably large class, where $\langle h, v \rangle = \int_{\mathbb{R}^d} h(x) v(x) \, dx$.

An inequality of Meyers ([41]) says that if the $a_{ij}$ are uniformly elliptic and $u$ is a weak solution to $\mathcal{L}_d u = h$, then not only is $\nabla u$ locally in $L^2$ but it is locally in $L^p$ for some $p > 2$. 


The Meyers inequality has many applications. One is to the stability of solutions to $L_d u = h$. Suppose one perturbs the coefficients $a_{ij}$ slightly. How does this affect the associated semigroup? What about the fundamental solution associated with the operator $L_d$? These are natural questions since the coefficients $a_{ij}$ might themselves be only estimated or approximated. In [24] these issues were resolved, with an explicit bound on how large the difference between the semigroups and solutions associated with two operators $L_d$ and $\tilde{L}_d$ can be in terms of the difference of the coefficients $a_{ij}$ and $\tilde{a}_{ij}$.

Our purpose in Chapter 3 is to examine the analogues of these results for stable-like processes. The operator is the one given by (1.1.2) and the associated Dirichlet form is given by (1.1.3).

The bulk of Chapter 3 is devoted to proving a Meyers inequality for weak solutions to $L u = h$ when $h$ is in $L^2$. Define

$$\Gamma u(x) = \left( \int_{\mathbb{R}^d} \frac{(u(y) - u(x))^2}{|x - y|^{d+\alpha}} dy \right)^{\frac{1}{2}}.$$  \hfill (1.3.2)

Our main result in Chapter 3 is that there exists $p > 2$ such that the $L^p$ norm of $\Gamma u$ is bounded in terms of the $L^2$ norms of $u$ and $h$; see Theorem 3.2.5.

Once one has the Meyers inequality for $E$, strong stability results can be proved along the lines of [24]. Suppose $\tilde{E}$ is defined in terms of $\tilde{A}(x,y)$ analogously to (1.1.3). We obtain explicit bounds on the $L^p$ norm of $P_t f - \tilde{P}_t f$ and on the $L^\infty$ norm of
$p(t, x, y) - \tilde{p}(t, x, y)$ in terms of

$$G(x) = \sup_{y \in \mathbb{R}^d} |A(x, y) - \tilde{A}(x, y)|,$$

where $P_t$ and $p(t, \cdot, \cdot)$ are the semigroup and fundamental solution associated with $\mathcal{L}$ and $\tilde{P}_t$ and $\tilde{p}(t, \cdot, \cdot)$ are defined similarly. See Theorems 3.3.1, 3.3.3, and 3.3.4.

For other papers on stable-like operators and on closely related operators, see [4] – [16], [19] – [23], [28], [29], [36] and [48].

### 1.4 Previous results for SDEs with jumps

In Chapter 4, we study pathwise uniqueness of a type of jump SDE, namely, the ones driven by one-sided stable processes of order $\alpha \in (0, 1)$.

To provide the setting for our result, in this section we recall some results on some closely related equations. We consider the following one-dimensional differential equation:

$$dX_t = \sigma(X_{t-}) \, dZ_t, \quad (1.4.1)$$

where $Z_t$ is a (symmetric) stable process of order $\alpha \in (0, 2)$ taking values on $\mathbb{R}$.

Bass proved a pathwise uniqueness result for (1.4.1) when $Z_t$ is a symmetric stable process of order $\alpha \in (1, 2)$.
Theorem 1.4.1 (Bass [9]). Suppose $\alpha \in (1, 2)$, $\sigma$ is bounded and continuous. Suppose $\rho$ is a nondecreasing continuous function on $[0, \infty)$ with $\rho(0) = 0$ and $|\sigma(x) - \sigma(y)| \leq \rho(|x - y|)$ for all $x, y \in \mathbb{R}$. If $\int_0^\infty \rho(x)^{-\alpha} \, dx = \infty$, then the solution to (1.4.1) is pathwise unique.

This is the exact analogue of the Yamada-Watanabe condition for SDEs driven by Brownian motions; see [51]. In particular, if $\sigma$ is Hölder continuous of order $\frac{1}{\alpha}$, then pathwise uniqueness holds for (1.4.1). See also Komatsu [37].

Bass, Burdzy and Chen proved the condition in the above theorem is sharp, based on the idea from Barlow [3].

Theorem 1.4.2 (Bass, Burdzy and Chen [11]). If $\beta < \frac{1}{\alpha} \wedge 1$, there exists $\sigma$ that is bounded above and below by strictly positive finite constants and such that $\sigma$ is Hölder continuous of order $\beta$, but where pathwise uniqueness fails for (1.4.1).

Based on the above result, we conclude that when $Z_t$ is a symmetric $\alpha$-stable process, and $\alpha \in (1, 2)$, then $\sigma$ has to be at least Hölder continuous of order $\frac{1}{\alpha}$ for pathwise uniqueness to hold for (1.4.1), while when $\alpha \in (0, 1)$, $\sigma$ has to be almost Lipschitz continuous.

For the existence of weak solutions and weak uniqueness of equation (1.4.1), we mention the following results by Zanzotto in [52] and [53].
Theorem 1.4.3 (Zanzotto [52]). Let $x$ be a real number and $f$ denote the transition density function of $Z_t$ and suppose $\sigma$ satisfies the following condition

$$
\int_0^t \int_{|y|<L} \sigma(x+y)^{-\alpha} f(s,y) \, dy \, ds < \infty \quad \text{for all } t > 0, L > 0.
$$

1. Consider (1.4.1) with respect to a stable process of order $\alpha \in (1,2)$. Under the above assumption there exists a nontrivial weak solution.

2. Consider (1.4.1) with respect to a stable process of order $\alpha \in (0,1)$. Assume in addition that there exists a real number $U > 0$ such that $m(B_U) < \infty$ where $B_U = \{ y \in \mathbb{R} : |\sigma(x+y)| > U \}$ and $m$ denotes Lebesgue measure. Then there exists a nontrivial weak solution.

Zanzotto also provided a sufficient and necessary condition for the existence of a weak solution when $\alpha$ is between 1 and 2.

Theorem 1.4.4 (Zanzotto [52]). For $\alpha \in (1,2)$, there exists a nontrivial solution of (1.4.1) if and only if $|\sigma|^{-\alpha}$ is locally integrable.

The above results has been improved by Zanzotto in 2002 to the following:

Theorem 1.4.5 (Zanzotto [53]). Define

$$
I = \{ x \in \mathbb{R} : \int_{-\epsilon}^{\epsilon} |\sigma(x+y)|^{-\alpha} \, dy = \infty \quad \text{for any } \epsilon > 0 \}
$$

and

$$
N = \{ x \in \mathbb{R} : \sigma(x) = 0 \}.
$$

Then, for $\alpha \in (1,2)$, equation (1.4.1) has a weak solution if and only if $I \subseteq N$. Furthermore, weak uniqueness holds if $N = I$. 
Usually, by adding some monotonicity conditions on $\sigma$, one may lower the requirements on the smoothness of $\sigma$ to obtain pathwise uniqueness. The following result comes from the paper by Li and Mytnik ([38]).

**Theorem 1.4.6** (Li and Mytnik [38]). Let $Z_t$ denote a spectrally positive stable process of order $\alpha \in (1, 2)$. Suppose $\sigma$ is non-decreasing, bounded, and with modulus of continuity $\rho(z)$ satisfying $\int_{0+} \rho(z)^{-\frac{1}{\alpha-1}} \, dz = \infty$. Then pathwise uniqueness holds for (1.4.1).

In particular, the above results says if $\sigma$ is Hölder continuous of order $1 - \frac{1}{\alpha}$, then pathwise uniqueness holds for (1.4.1). See [32], [38] and [39] for more results on the general case. The result from the above theorem has been improved in [17] and [39].

Fournier proved pathwise uniqueness when $Z_t$ is a symmetric stable process of order $\alpha \in (0, 1)$ under non-Lipschitz conditions. However, instead of equation (1.4.1), he studied another equation

$$dX_t = \int_{\mathbb{R}^d\setminus\{0\}} \int_{\mathbb{R}^d\setminus\{0\}} z[1_{\{0 < u < \gamma(x, -)\}} - 1_{\{\gamma(x, -) < u < 0\}}] \, M(ds \, dz \, du), \tag{1.4.2}$$

where $\gamma(x) = \text{sign}(\sigma(x)) \cdot |\sigma(x)|^\alpha$. Refer to [30] for more details.

**Theorem 1.4.7** (Fournier [30]). Suppose $Z_t$ is a symmetric stable process of order $\alpha \in (0, 1)$. Suppose $\sigma$ is bounded below from zero and Hölder continuous of order $\alpha$. Then pathwise uniqueness holds for (1.4.2).

We mention another result from [30] here:
Theorem 1.4.8 (Fournier [30]). Suppose $\alpha \in (0, 1)$ and $Z_t$ is a one-sided $\alpha$-stable process. Suppose $\sigma$ is bounded below from zero. Suppose $\sigma$ is Hölder continuous of order $\alpha$ if $\alpha \in (0, \frac{1}{2}]$ and non-increasing and Hölder continuous of order $1 - \alpha$ if $\alpha \in (\frac{1}{2}, 1)$. Then pathwise uniqueness holds for (1.4.2).

Our main result in Chapter 4 improves the above result. Instead of considering equation (1.4.2), we proved pathwise uniqueness for equation (1.4.1) where $\sigma$ is continuous. See Theorem 4.1.2.

See [9], [11], [17], [26], [30], [32]–[34], [36]–[39], [43], [44], [50], [52] and [53] for more discussions on the existence and uniqueness for the solutions of SDEs with jumps.
Chapter 2

Preliminaries

2.1 Dirichlet forms and Spectral theory for Stable-like operators

Suppose $\mathcal{S}$ is a locally compact separable metric space together with a $\sigma$-finite measure $m$ defined on the Borel subsets of $\mathcal{S}$. In this section and also in Chapter 3, we will take $\mathcal{S} = \mathbb{R}^d$ and let $m$ be Lebesgue measure on $\mathbb{R}^d$. Suppose there exists a dense subset $\mathcal{D} = \mathcal{D}(\mathcal{E})$ of $L^2(\mathcal{S}, m)$ and a non-negative bilinear symmetric form $\mathcal{E}$ defined on $\mathcal{D} \times \mathcal{D}$, which means

1. $\mathcal{E}(u, v) = \mathcal{E}(v, u),$

2. $\mathcal{E}(u + v, h) = \mathcal{E}(u, h) + \mathcal{E}(v, h),$

3. $\mathcal{E}(au, v) = a\mathcal{E}(u, v),$

4. $\mathcal{E}(u, u) \geq 0,$
for $u, v, h \in \mathcal{D}, a \in \mathbb{R}$.

We write $(u, v) = \int u(x)v(x) \, m(dx)$. Define

$$\mathcal{E}_1(u, v) = \mathcal{E}(u, v) + (u, v), \text{ for all } u, v \in \mathcal{D}(\mathcal{E}).$$

We say $\mathcal{E}$ is closed if $\mathcal{D}$ is complete with respect to the norm induced by $\mathcal{E}_1$.

We say $\mathcal{E}$ is Markovian if whenever $u \in \mathcal{D}$, then $v = 0 \vee (u \wedge 1) \in \mathcal{D}$ and $\mathcal{E}(v, v) \leq \mathcal{E}(u, u)$.

A Dirichlet form $\mathcal{E}$ is a non-negative bilinear symmetric form that is closed and Markovian. We call $\mathcal{D}(\mathcal{E})$ as the domain of $\mathcal{E}$.

Let $\mathcal{C}_0(\mathcal{S})$ be the continuous functions on $\mathcal{S}$ with compact support. $\mathcal{C}$ is a core of $\mathcal{E}$ if $\mathcal{C} \subset \mathcal{D}(\mathcal{E}) \cap \mathcal{C}_0(\mathcal{S})$, $\mathcal{C}$ is dense in $\mathcal{D}(\mathcal{E})$ with respect to the $\mathcal{E}_1$ norm, and dense in $\mathcal{C}_0$ with respect to the sup norm. We say $\mathcal{E}$ is regular if $\mathcal{E}$ possesses a core.

According to [31], for every Dirichlet form, there is an associated semigroup and infinitesimal generator. Furthermore, if the Dirichlet form is regular, then there exists an associated Hunt process which is a strong Markov process. See [31] for more details.

We use the letter $c$ with or without subscripts to denote a finite positive constant whose exact value is unimportant and which can vary from place to place. We use $B(x, r)$ for the open ball in $\mathbb{R}^d$ with center $x$ and radius $r$. When the center is clear
from the context, we will also write $B_r$. The Lebesgue measure of $B(x,r)$ will be denoted $|B(x,r)|$.

In this section and Chapter 3, let $\alpha \in (0, 2)$ and suppose the dimension $d$ is greater than $\alpha$. We let $A(x,y)$ be a jointly measurable symmetric function on $\mathbb{R}^d \times \mathbb{R}^d$ and suppose there exists $\Lambda > 0$ such that

$$\Lambda^{-1} \leq A(x,y) \leq \Lambda, \quad x, y \in \mathbb{R}^d.$$ 

We define the Dirichlet form $\mathcal{E}$ with domain $\mathcal{D}(\mathcal{E}) = \mathcal{F}$ by

$$\mathcal{E}(u,v) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{(u(y) - u(x))(v(y) - v(x))}{|x-y|^{d+\alpha}} \, dy \, dx,$$

$$\mathcal{F} = \{ u \in L^2(\mathbb{R}^d) : \mathcal{E}(u,u) < \infty \}. \tag{2.1.1}$$

Observe that $\mathcal{F} = W^{\alpha/2,2}(\mathbb{R}^d)$, the fractional Sobolev space of order $\alpha/2$ defined by

$$W^{\alpha/2,2}(\mathbb{R}^d) = \left\{ u \in L^2(\mathbb{R}^d) : \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{(u(x) - u(y))^2}{|x-y|^{d+\alpha}} \, dy \, dx < \infty \right\}.$$ 

For $u \in W^{\alpha/2,2}(\mathbb{R}^d)$, the norm of $u$ is defined by the following:

$$\|u\|_{W^{\alpha/2,2}(\mathbb{R}^d)} = \|u\|_{L^2(\mathbb{R}^d)} + \left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{(u(x) - u(y))^2}{|x-y|^{d+\alpha}} \, dy \, dx \right)^{\frac{1}{2}}.$$ 

See [1] for more details. It is well-known that $(\mathcal{E}, \mathcal{F})$ is a regular Dirichlet form on $L^2(\mathbb{R}^d)$. The strong Markov symmetric process $X$ associated with $(\mathcal{E}, \mathcal{F})$ is called as
a stable-like process. Let \( \{ P_t \}_{t \geq 0} \) be the semigroup corresponding to \((\mathcal{E}, \mathcal{F})\).

For \( u \in \mathcal{F} \) define

\[
\Gamma u(x) = \left( \int_{\mathbb{R}^d} \frac{(u(y) - u(x))^2}{|x - y|^{d+\alpha}} dy \right)^{\frac{1}{2}}.
\] (2.1.2)

Since \( \int |\Gamma u(x)|^2 \, dx = \mathcal{E}(u, u) < \infty \), then \( \Gamma u \in L^2 \), and in particular \( \Gamma u(x) \) exists for almost every \( x \).

Let \( L \) be the infinitesimal generator corresponding to \( \mathcal{E} \). There are a number of known results that follow from the spectral theorem. We collect these in the following lemma. Let \( \{ E_\lambda \}, \lambda \geq 0 \), be the spectral representation of \(-L\). For \( f \in \mathcal{F} \), we have

\[
\mathcal{E}(f, f) = \int_0^\infty \lambda \, d(E_\lambda f, E_\lambda f);
\]

see [31].

**Lemma 2.1.1.** (1) For \( t > 0, f \in L^2(D) \), we have

\[
\mathcal{E}(P_tf, P_tf) \leq ct^{-1}||f||^2_2.
\]

(2) If \( g \in L^2 \), then \( P_t g \) is in \( \mathcal{D}(L) \), the domain of \( L \).

(3) If \( f, g \in \mathcal{F} \), then

\[
\frac{d}{dt}(P_tf, g) = -\mathcal{E}(P_tf, g).
\]

(4) If \( f \in \mathcal{F} \), then

\[
\mathcal{E}(P_tf, P_tf) \leq \mathcal{E}(f, f). \tag{2.1.3}
\]
Proof. (1) This follows from

\[ E(P_t f, P_t f) = \int_0^\infty \lambda e^{-2\lambda t} d(E_\lambda f, E_\lambda f) \]
\[ \leq ct^{-1} \int_0^\infty d(E_\lambda f, E_\lambda f) = ct^{-1} \|f\|_2^2, \]

since \( \lambda e^{-2\lambda t} \leq ct^{-1} \) for all \( \lambda \geq 0 \).

(2) By the spectral representation of \(-\mathcal{L}\), we have

\[ \frac{P_h(P_t g) - P_t g}{h} = \frac{P_{t+h} g - P_t g}{h} = \int_0^\infty \frac{e^{-\lambda(t+h)} - e^{-\lambda t}}{h} dE_\lambda g. \]

Let \( H = -\int_0^\infty \lambda e^{-\lambda t} dE_\lambda g \). Note \( \|H\|_{L^2} \) is finite because \( \lambda^2 e^{-2\lambda t} \) is bounded. Then

\[ \left\| \frac{P_h(P_t g) - P_t g}{h} - H \right\|_{L^2}^2 = \int_0^\infty \left[ \frac{e^{-\lambda(t+h)} - e^{-\lambda t}}{h} + \lambda e^{-\lambda t} \right]^2 d(E_\lambda g, E_\lambda g), \]

which tends to 0 as \( h \to 0 \) by dominated convergence. Therefore \( P_t g \in \mathcal{D}(\mathcal{L}) \) and \( \mathcal{L}(P_t g) = H \).

(3) For any \( g \in \mathcal{F} \), we have

\[ (P_t f, g) = \int_0^\infty e^{-\lambda t} d(E_\lambda f, g), \]

and so

\[ \frac{d}{dt} (P_t f, g) = -\int_0^\infty \lambda e^{-\lambda t} d(E_\lambda f, g). \]

On the other hand,

\[ E(P_t f, g) = \int_0^\infty \lambda d(E_\lambda P_t f, g) = \int_0^\infty \lambda e^{-\lambda t} d(E_\lambda f, g), \]
which proves the assertion.

(4) We prove this by writing

$$\int_0^\infty \lambda e^{-2t} d(E_{\lambda f}, E_{\lambda f}) \leq \int_0^\infty \lambda d(E_{\lambda f}, E_{\lambda f}),$$

which translates to (2.1.3). \qed

2.2 Existence and Uniqueness of SDEs with jumps

Suppose we are given a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and a filtration $\{\mathcal{F}_t\}$ which satisfies the “usual conditions”, i.e., $\mathcal{F}_t$ is right continuous and $\mathcal{F}_0$ contains all the null sets. We say a process $X$ is $\mathcal{F}_t$-adapted if $X_t$ is $\mathcal{F}_t$-measurable. A process $X_t$ is right continuous with left limits if there exists a null set $N$ such that if $w \in N$, then $\lim_{u \uparrow t} X_u(w) = X_t(w)$ and $\lim_{s \uparrow t} X_s(w)$ exists for all $t \geq 0$. Such a process $X_t$ is called a càdlàg process. For a càdlàg process $X_t$, let $X_{t-} = \lim_{s \uparrow t} X_s$ and $\Delta X_t = X_t - X_{t-}$.

Let $\mathcal{B}$ be the Borel $\sigma$-field on $\mathbb{R}$ and $\lambda$ an infinite measure on $(\mathcal{B}, \mathbb{R})$. A Poisson point process $\mu$ is a measurable mapping from $\Omega \times [0, \infty) \times \mathcal{B} \to \mathbb{R}$ which satisfies the following two conditions:

1. for each $A \in \mathcal{B}$, with $\lambda(A) < \infty$, $\mu([0, t] \times A)$ is a Possion process with parameter $\lambda(A)$;

2. if $A_1, ..., A_n$ are disjoint with $\lambda(A_i) < \infty$ for each $i$, then $\mu([0, t] \times A_i)$ are independent processes.
Let $\nu([0,t] \times A) = t\lambda(A)$. Then for each $A$ with $\lambda(A) < \infty$, we have that the process $(\mu - \nu)([0,t] \times A)$ is a martingale. We say $\mu$ is a Poisson point process with compensator $\nu$. Then an SDE of pure jump type is one driven by a compensated Poisson point process:

$$dX_t = F(X_{t-}, z) (\mu(dz, dt) - \nu(dz)dt). \quad (2.2.1)$$

One may think of this equation as follows: if $\mu$ assigns mass one to $z$ at time $t$, then $X_t$ jumps at this time and the size of the jump is $F(X_{t-}, z)$. Refer to [47] for more details.

For $a_-, a_+, \in [0, \infty)$ and $\alpha \in (0, 2)$, let

$$\nu_{a_-, a_+}^\alpha(dz) = |z|^{-\alpha - 1} \left[a_- 1_{\{z < 0\}} + a_+ 1_{\{z > 0\}}\right] dz, \quad (2.2.2)$$

and $\mu(dz, ds)$ be the Poisson point process with intensity $\nu_{a_-, a_+}^\alpha(dz)ds$.

Let

$$Z_t = \int_0^t \int_{\mathbb{R}^d \setminus \{0\}} z \mu(dz, ds) \text{ for } \alpha \in (0, 1);$$

$$Z_t = \int_0^t \int_{\mathbb{R}^d \setminus \{0\}} z \left[ \mu(dz, ds) - \nu_{a_-, a_+}^\alpha(dz)ds \right] \text{ for } \alpha \in [1, 2).$$

Then $Z_t$ is a stable process of order $\alpha$. $Z_t$ is said to be symmetric if $a_- = a_+$. See [45] for more discussions on stable processes.

In this thesis, instead of studying the general SDEs given by (2.2.1), we focus only
on the ones driven by one-dimensional stable processes. For $\alpha \in (0, 2)$, we consider the following equation:

$$dX_t = F(X_{t-}) \, dZ_t.$$ (2.2.3)

where $Z_t$ is a $\alpha$-stable process on $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})$ and taking values on $\mathbb{R}$.

**Definition 2.2.1** (Strong solution). A càdlàg process $X_t$ is said to be a strong solution of (2.2.3) if $X_t$ satisfies equation (2.2.3) and is $\mathcal{F}_t$-adapted.

**Definition 2.2.2** (Weak solution). We say a weak solution exists for (2.2.3) if there exists a probability space $(\Omega', \mathcal{F}', \{\mathcal{F}'_t\}_{t \geq 0}, \mathbb{P}')$ carrying a pair of $\mathcal{F}'_t$-adapted processes $X'_t, Z'_t$ such that $Z'_t$ is an $\alpha$-stable process and $(X', Z')$ satisfies (2.2.3).

**Definition 2.2.3** (Pathwise uniqueness). If

$$\mathbb{P}(X^1_t = X^2_t, \text{ for all } t \geq 0) = 1,$$

where $X^1_t$ and $X^2_t$ are strong solutions of (2.2.3), then we say that pathwise uniqueness holds for (2.2.3).

**Definition 2.2.4** (Weak uniqueness). We say weak uniqueness holds for (2.2.3) if whenever we have two weak solutions $(X_t, Z_t)$ and $(X'_t, Z'_t)$ such that $X_0 = X'_0$, then the law of $X_t$ is the same as the law of $X'_t$.

Based on the above definitions, it is clear that the existence of a strong solution always implies the existence of a weak solution. It can be shown that whenever pathwise uniqueness holds for (2.2.3), so does weak uniqueness, see, e.g., Corollary 140 in [46]. Roughly speaking, the existence of a strong solution and pathwise uniqueness is
known to hold for (2.2.3) only when $F$ is reasonably smooth. However weak existence and weak uniqueness can be obtained under relatively loose regularity conditions on $F$. 
Chapter 3

Meyers Inequality and Strong Stability for Stable-like Operators

In this chapter, we consider a class of symmetric stable-like operators of order $\alpha \in (0, 2)$. Let

$$E(u, u) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (u(y) - u(x))^2 \frac{A(x, y)}{|x - y|^{d+\alpha}} dy \, dx$$

be the associated Dirichlet form, let

$$\Gamma u(x) = \left( \int_{\mathbb{R}^d} (u(y) - u(x))^2 \frac{A(x, y)}{|x - y|^{d+\alpha}} dy \right)^{1/2},$$

let $\mathcal{L}$ be the associated infinitesimal generator, and suppose $A(x, y)$ is jointly measurable, symmetric, bounded, and bounded below by a positive constant. We prove the Meyers inequality for this type of operators, that is, if $u$ is the weak solution to $\mathcal{L}u = h$, then $\Gamma u \in L^p$ for some $p > 2$. As an application, we prove strong stability results for these operators. If $A$ is perturbed slightly, we give explicit bounds on how much the semigroup and fundamental solution are perturbed.
Our proof of the Meyers inequality begins by first proving a Caccioppoli inequality. However there are considerable differences between the stable-like case and the divergence form case. For example, as one would expect, our Caccioppoli inequality is not a local one; the integral of $|\Gamma u|^2$ on a ball depends on values of $u$ outside the ball. This makes proving the Meyers inequality considerably more difficult and requires the introduction of some new ideas, such as localization, use of the Hardy-Littlewood maximal function, and use of the Sobolev-Besov embedding theorem.

### 3.1 Caccioppoli inequality

In this section, we will derive a Caccioppoli inequality for the weak solution of the equation

$$\mathcal{L}u(x) = h(x), \quad x \in \mathbb{R}^d,$$

where $h \in L^2(\mathbb{R}^d)$. A function $u \in W^{2,2}(\mathbb{R}^d)$ is called a weak solution of (3.1.1) if

$$\mathcal{E}(u, v) = -(h, v) \; \text{for all} \; v \in W^{2,2}(\mathbb{R}^d),$$

where $(h, v) = \int_{\mathbb{R}^d} h(x)v(x) \, dx$.

Let’s first recall the Caccioppoli inequality for divergence form operators.
Let \( u \in W^{1,2}(\mathbb{R}^d) \) be the weak solution of

\[
\mathcal{L}_d u(x) = h(x), \quad x \in \mathbb{R}^d.
\]  
\[ (3.1.3) \]

where \( \mathcal{L}_d \) is the divergence operator given by (1.3.1) and \( h \in L^2(\mathbb{R}^d) \).

**Theorem 3.1.1** (Caccioppoli inequality for divergence form operators). For all \( x_0 \in \mathbb{R}^d \), and all \( r, R \) with \( 0 < r < R < \infty \), we have

\[
\int_{B_r(x_0)} |\nabla u|^2 \, dx \leq \frac{c}{(R - r)^2} \left[ \int_{B_R(x_0)} |u - u_R|^2 \, dx + \int_{B_R(x_0)} h^2(x) \, dx \right],
\]

where \( u_R = \frac{1}{|B_R(x_0)|} \int_{B_R(x_0)} u(x) \, dx \).

Roughly speaking, the Caccioppoli inequality is the reverse of the Sobolev inequality.

For our stable-like operators, we prove the Caccioppoli inequality in the following theorem:

**Theorem 3.1.2.** Let \( x_0 \in \mathbb{R}^d \). Suppose \( u(x) \) satisfies (3.1.2). There exists a constant \( c_1 \) depending only on \( \Lambda, \alpha, \) and \( d \) such that

\[
\int_{B_{R/2}} \int_{\mathbb{R}^d} (u(y) - u(x))^2 \frac{A(x, y)}{|x - y|^{d+\alpha}} \, dy \, dx \leq c_1 \int_{\mathbb{R}^d} u^2(y) \psi(y) \, dy + \int_{B_R} |h(y)| u(y) \, dy,
\]

\[ (3.1.4) \]
where
\[ \psi(x) = R^{-\alpha} \wedge \frac{R^d}{|x - x_0|^{d+\alpha}}. \]

**Proof.** We define a cutoff function \( \varphi(x) : \mathbb{R}^d \to [0, 1] \) such that \( \varphi = 1 \) on \( B_{R/2} \), \( \varphi = 0 \) on \( B_R^c \), and
\[ |\varphi(x) - \varphi(y)| \leq c \frac{|x - y|}{R}. \]

For example, we can take
\[ \varphi(x) = 1 - \left( \frac{\text{dist}(x, B(x_0, R/2))}{R/2} \wedge 1 \right). \]

In what follows the constants may depend on \( R \).

Let \( v(x) = \varphi^2(x)u(x) \). Since \( |v| \leq |u| \) and \( u \in L^2 \), then \( v \in L^2 \). Since
\[ v(y) - v(x) = (u(y) - u(x))\varphi^2(y) + u(x)(\varphi^2(y) - \varphi^2(x)), \]
then
\[
\int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{(v(y) - v(x))^2}{|x - y|^{d+\alpha}} \, dy \, dx 
\leq 2 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{(u(y) - u(x))^2\varphi^4(y)}{|x - y|^{d+\alpha}} \, dy \, dx 
+ 2 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{u^2(x)(\varphi^2(y) - \varphi^2(x))^2}{|x - y|^{d+\alpha}} \, dy \, dx.
\]

The first term on the right hand side is finite because \( \varphi \leq 1 \) and \( u \in \mathcal{F} \). The second term is bounded by
\[ c \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{u^2(x)(1 \wedge |y - x|^2/R^2)}{|x - y|^{d+\alpha}} \, dy \, dx \leq c \int_{\mathbb{R}^d} u^2(x) \, dx, \]
which is finite since $u \in L^2$. Therefore $v \in \mathcal{F}$.

We write

$$-(h, v) = \mathcal{E}(u, v)$$

$$= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (u(y) - u(x))(\varphi^2(y)u(y) - \varphi^2(x)u(x)) \frac{A(x, y)}{|x - y|^{d+\alpha}} \, dy \, dx$$

$$= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (u(y) - u(x))^2 \varphi^2(x) \frac{A(x, y)}{|x - y|^{d+\alpha}} \, dy \, dx$$

$$+ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} [(u(y) - u(x))(\varphi(y) - \varphi(x))(\varphi(y) + \varphi(x))u(y)]$$

$$\times \frac{A(x, y)}{|x - y|^{d+\alpha}} \, dy \, dx$$

$$= I_1 - I_2.$$
we have

\[
I_2 \leq \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (u(y) - u(x))^2 (\varphi(y) + \varphi(x))^2 \frac{A(x,y)}{|x-y|^{d+\alpha}} \, dy \, dx
+ 2 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\varphi(y) - \varphi(x))^2 u^2(y) \frac{A(x,y)}{|x-y|^{d+\alpha}} \, dy \, dx
\]

\[
\leq \frac{1}{2} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (u(y) - u(x))^2 \varphi^2(x) \frac{A(x,y)}{|x-y|^{d+\alpha}} \, dy \, dx
+ 2 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\varphi(y) - \varphi(x))^2 u^2(y) \frac{A(x,y)}{|x-y|^{d+\alpha}} \, dy \, dx
\]

\[
= \frac{1}{2} I_1 + 2 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\varphi(y) - \varphi(x))^2 u^2(y) \frac{A(x,y)}{|x-y|^{d+\alpha}} \, dy \, dx.
\]

Therefore

\[
\frac{1}{2} I_1 \leq 2 \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (\varphi(y) - \varphi(x))^2 u^2(y) \frac{A(x,y)}{|x-y|^{d+\alpha}} \, dy \, dx
+ \int_{B_R} |h(y)u(y)| \, dy. \tag{3.1.6}
\]

Next, using $|\varphi(y) - \varphi(x)| \leq c(1 \wedge |x-y|/R)$, some calculus shows that

\[
\int_{\mathbb{R}^d} (\varphi(y) - \varphi(x))^2 \frac{A(x,y)}{|x-y|^{d+\alpha}} \, dx \leq cR^{-\alpha}, \quad y \in \mathbb{R}^d. \tag{3.1.7}
\]

If $y \notin B_{2R}$, then

\[
\int_{\mathbb{R}^d} (\varphi(y) - \varphi(x))^2 \frac{A(x,y)}{|x-y|^{d+\alpha}} \, dx \leq c \int_{B_R} \frac{dx}{|y-x_0|^{d+\alpha}} = c \frac{R^d}{|y-x_0|^{d+\alpha}}.
\]
Hence the first term on the right hand side of (3.1.6) is bounded by

\[ c \int u(y)^2 \psi(y) \, dy. \]  

(3.1.8)

Combining (3.1.6) and (3.1.8) with the fact that

\[ I_1 \geq \int_{B_{R/2}} \int_{\mathbb{R}^d} (u(y) - u(x))^2 \frac{A(x, y)}{|x - y|^{d+\alpha}} \, dy \, dx \]

completes the proof.

\[ \square \]

For another approach to the Caccioppoli inequality for non-local operators, see [35].

### 3.2 Meyers inequality

Recall that Meyers inequality for divergence form operators is given by the following theorem (see [41]):

**Theorem 3.2.1** (Meyers inequality for divergence form operators). Let \( \Omega \) be a bounded \( C^1 \)-smooth domain in \( \mathbb{R}^d \). We can find a constant \( \beta = \beta(\Omega, \lambda) > 2 \) such that if \( 1 < p < \min\{\frac{\beta}{2}, \frac{d}{d-2}\} \), there exists a constant \( c = c(\Omega, \lambda, \beta) > 0 \) such that

\[ \|\nabla u\|_{L^2p} \leq c\|h(x)\|_2. \]

Let \( h \in L^2 \). We consider the weak solution \( u(x) \) of (3.1.2) and we will show that \( \Gamma u \) is in \( L^p \) for some \( p > 2 \). We suppose throughout this section that \( d > \alpha \). This
will always be the case if \( d \geq 2 \).

Let

\[
    u_R = \frac{1}{|B_R|} \int_{B_R} u(y) \, dy.
\]

Using Theorem 3.1.2 with \( u \) replaced by \( u - u_R \), we have

\[
    \| \Gamma u \|^2_{L^2(B_{R/2})} \leq c \int_{B_d} (u(x) - u_R)^2 \psi(x) \, dx \tag{3.2.1}
\]

\[
    + \int_{B_R} |h(x)(u(x) - u_R)| \, dx.
\]

**Lemma 3.2.2.** Suppose \( u \in W^{\frac{\alpha}{2}, q}(B_R) \), \( 1 < q \leq 2 \). Suppose \( x_0 \in \mathbb{R}^d \) and \( R > 0 \). Let \( p = 2dq/(2d - q\alpha) \). Then \( u \in L^p(B_R) \) and there exists a constant \( c_1 \) depending only on \( d, \alpha, \) and \( q \) such that

\[
    \| u - u_R \|_{L^p(B_R)} \leq c_1 \left[ \int_{B_R} \int_{B_R} \frac{(u(y) - u(x))^q}{|x - y|^{d+\frac{q\alpha}{2}}} \, dy \, dx \right]^{\frac{1}{q}}. \tag{3.2.2}
\]

**Proof.** We first do the case \( R = 1 \). By the Sobolev-Besov embedding theorem (see Theorem 7.57 in [1] or Section 2.3.3 in [25]), we know

\[
    \| u - u_R \|_{L^p(B_1)} \leq c \| u - u_R \|_{W^{\frac{\alpha}{2}, q}(B_1)} \tag{3.2.3}
\]

\[
    = c \left\{ \| u - u_R \|_{L^q(B_1)} + \left[ \int_{B_1} \int_{B_1} \frac{(u(y) - u(x))^q}{|x - y|^{d+\frac{q\alpha}{2}}} \, dy \, dx \right]^{\frac{1}{q}} \right\}
\]

On the other hand, the fractional Poincaré inequality for \( u \in W^{\frac{\alpha}{2}, q}(B_1) \) (see equation (4.2) in [42]) tells us

\[
    \| u - u_R \|_{L^q(B_1)} \leq c \left[ \int_{B_1} \int_{B_1} \frac{(u(y) - u(x))^q}{|x - y|^{d+\frac{q\alpha}{2}}} \, dy \, dx \right]^{\frac{1}{q}}. \tag{3.2.4}
\]
Combining (3.2.3) and (3.2.4) proves the lemma in the case $R = 1$.

The case for general $R$ follows by a scaling argument, that is, by a change of variables. The $dy\,dx$ expression in the right hand side of (3.2.2) contributes a factor $R^{2d}$ and the denominator contributes a factor $R^{-(d+\alpha q/2)}$, so the right hand side of (3.2.2) is equal to

$$c(R^{d-\alpha q/2})^{1/q} \left[ \int_{B_1} \int_{B_1} \frac{(v(y) - v(x))^q}{|x - y|^{d+\frac{\alpha q}{2}}} \, dy \, dx \right]^{\frac{1}{q}},$$

where $v(z) = u(Rz)$. Similarly the left hand side of (3.2.2) is equal to

$$R^{d/p} \|v - v_1\|_{L^p(B_1)}.$$

Inequality (3.2.2) then follows by the preceding paragraph and our choice of $p$. □

**Proposition 3.2.3.** There exists $q_1 \in (1, 2)$ and a constant $c_1$ depending on $d, \alpha$, and $q_1$ such that if $x_0 \in \mathbb{R}^d$ and $R > 0$, then

$$\|u - u_R\|_{L^2(B_R)} \leq c_1 R^{(\alpha - \alpha_1)/2} \|\Gamma u\|_{L^{q_1}(B_R)}, \quad (3.2.5)$$

where $\alpha_1 = (2 - q_1)d/q_1$.

**Proof.** Again we may suppose $R = 1$ and obtain the general case by a scaling argument as in the last paragraph of the proof of Lemma 3.2.2. Take $\alpha_1 < \alpha$ and let $q_1 = 2d/(d + \alpha_1)$. Note that $q_1 \in (1, 2)$. By Lemma 3.2.2

$$\|u - u_R\|_{L^2(B_R)} \leq c \left[ \int_{B_R} \int_{B_R} \frac{(u(y) - u(x))^{q_1}}{|x - y|^{d+\alpha_1 q_1/2}} \, dy \, dx \right]^{\frac{1}{q_1}}. \quad (3.2.6)$$
Fix $x$ for the moment. Using Hölder’s inequality with respect to the measure $|x - y|^{-d} \, dy$,

$$
\int_{B_R} \frac{(u(y) - u(x))^q}{|x - y|^{d+\alpha q_1/2}} \, dy
= \int_{B_R} \frac{(u(y) - u(x))^q}{|x - y|^{\alpha q_1/2}} \frac{1}{|x - y|^{(\alpha_1 - \alpha)q_1/2}} \frac{1}{|x - y|^d} \, dy
\leq \left[ \int_{B_R} \left( \frac{(u(y) - u(x))^q}{|x - y|^{\alpha q_1/2}} \right)^{\frac{2}{q}} \frac{1}{|x - y|^d} \, dy \right]^{\frac{q_1}{2}}
\times \left[ \int_{B_R} \left( \frac{1}{|x - y|^{(\alpha_1 - \alpha)q_1/2}} \right)^{\frac{2}{q_1}} \frac{1}{|x - y|^d} \, dy \right]^{\frac{2-q_1}{2}}
= \left[ \int_{B_R} \frac{(u(y) - u(x))^2}{|x - y|^{d+\alpha}} \, dy \right]^{\frac{q_1}{2}} \left[ \int_{B_R} \frac{1}{|x - y|^{(\alpha_1 - \alpha)\frac{q_1}{2-q_1} + d}} \, dy \right]^{\frac{2-q_1}{2}}
\leq c \left[ \int_{B_R} \frac{(u(y) - u(x))^2}{|x - y|^{d+\alpha}} \, dy \right]^{\frac{q_1}{2}}
\leq c |\Gamma u(x)|^{q_1}.
$$

Integrating over $x \in B_R$, taking the $q_1^{th}$ root, and combining with (3.2.6) yields (3.2.5).

Proposition 3.2.4. There exists $p \in (2, 4d/(2d - \alpha))$ and a constant $c_1$ depending on $\Lambda, d, \alpha,$ and $p$ such that if $u$ satisfies (3.1.2), then

$$
\|\Gamma u\|_{L^p(\mathbb{R}^d)} \leq c_1 \left( \mathcal{E}(u, u)^{\frac{1}{2}} + \|h\|_{L^2(\mathbb{R}^d)} + \|u\|_{L^p(\mathbb{R}^d)} + \|u\|_{L^{2p/(4-p)}(\mathbb{R}^d)} \right).
$$
Proof. Set \( x_0 = 0 \) and \( R = 1 \) for now. From (3.2.1) we know that

\[
\|\Gamma u\|^2_{L^2(B_{R/2})} \leq c \int_{\mathbb{R}^d} (u(x) - u_R)^2 \psi(x) \, dx + \int_{B_R} |h(x)(u(x) - u_R)| \, dx
\]

\[
\leq c \int_{B_R} (u(x) - u_R)^2 \, dx + c \int_{B_R^c} u(x)^2 \psi(x) \, dx
\]

\[
+ c \int_{B_R^c} u_R^2 \psi(x) \, dx + \int_{B_R} |h(x)(u(x) - u_R)| \, dx
\]

\[
= J_1 + J_2 + J_3 + J_4. \tag{3.2.7}
\]

We proceed to bound \( J_1, J_2, J_3, \) and \( J_4. \)

Using Proposition 3.2.3, we have

\[
J_1 = \int_{B_R} (u(x) - u_R)^2 \, dx \leq c \left( \int_{B_R} \Gamma u(x)^{q_1} \, dx \right)^{\frac{2}{q_1}} \tag{3.2.8}
\]

for \( q_1 \in (1, 2). \)

Note that \( \psi(x) = 1 \wedge \frac{1}{|x - x_0|^{d+\alpha}} \) when \( R = 1. \) For any \( y \in B_R \) and \( x \in B_R^c, \) we have \( |x - y| < 2|x - x_0|. \) Letting \( \rho(x) = 1 \wedge \frac{1}{|x|^{d+\alpha}}, \) we observe that

\[
J_2 = \int_{B_R^c} u(x)^2 \psi(x) \, dx \leq c \int_{B_R^c} u(x)^2 \left( 1 \wedge \frac{1}{|x - y|^{d+\alpha}} \right) \, dx
\]

\[
\leq c \left( (u^2) * \rho \right)(y).
\]

Using Theorem 2 in Section 2.2 of Chapter 3 in [49], it follows that

\[
J_2 \leq c \left( (u^2) * \rho \right)(y) \leq c \left( \int_{\mathbb{R}^d} \rho(x) \, dx \right) M(u^2)(y)
\]

\[
\leq c \, M(u^2)(y),
\]
where $M$ is the Hardy-Littlewood maximal operator:

\[ Mf(x) = \sup_{r>0} \frac{1}{|B_r|} \int_{B(x,r)} |f(y)| \, dy. \]

For any $y \in B_R$, by Jensen’s inequality

\[
\begin{align*}
    u^2_R &= \left( \frac{1}{|B_R|} \int_{B_R} u(x) \, dx \right)^2 \leq \frac{1}{|B_R|} \int_{B_R} u(x)^2 \, dx \\
    &\leq \frac{|B_{2R}|}{|B_R|} \cdot \frac{1}{|B_{2R}|} \int_{B(y,2R)} u(x)^2 \, dx \\
    &\leq 2^d M(u^2)(y).
\end{align*}
\]

Hence

\[
J_3 = \int_{B_R} u^2_R \psi(x) \, dx \leq cM(u^2)(y) \int_{B_R} \psi(x) \, dx \leq cM(u^2)(y).
\]

Similarly, $|u_R| \leq cMu(x)$ for all $x \in B_R$. Since $|B(x,s)|^{-1} \int_{B(x,s)} u(y) \, dy$ converges to $u(x)$ as $s \to 0$ for almost every $x$ and is bounded by $Mu(x)$, we have $|u(x)| \leq Mu(x)$ a.e. Thus

\[
J_4 = \int_{B_R} |h(x)(u(x) - u_R)| \, dx \leq \int_{B_R} |h(x)u(x)| \, dx + \int_{B_R} |h(x)Mu(x)| \, dx \\
    \leq c \int_{B_R} |h(x)| Mu(x) \, dx.
\]

Combining our bounds for $J_1, J_2, J_3,$ and $J_4$,

\[
\|\Gamma u\|_{L^2(B_{R/2})}^2 \leq c\|\Gamma u\|_{L^{q_1}(B_R)}^2 + cM(u^2)(y) \tag{3.2.9}
\]

\[
+ c \int_{B_R} |h(x)| Mu(x) \, dx.
\]
Integrating both sides of (3.2.9) over \( y \in B_R \), we conclude that

\[
\int_{B_{R/2}} \Gamma u(x)^2 \, dx \leq c \left( \int_{B_R} \Gamma u(x)^{q_1} \, dx \right)^{\frac{2}{q_1}} + c \int_{B_R} M(u^2)(x) \, dx + c \int_{B_R} |h(x)|Mu(x) \, dx.
\]  

(3.2.10)

Let

\[
g(x) = \Gamma u(x)^{q_1}
\]

and

\[
f(x) = \left( M(u^2)(x) + |h(x)|Mu(x) \right)^{\frac{q_1}{2}}.
\]

We can rewrite (3.2.10) as

\[
\frac{1}{|B(x_0, R)|} \int_{B(x_0, R/2)} g^{\frac{2}{q_1}}(x) \, dx \leq c \left( \frac{1}{|B(x_0, R)|} \int_{B(x_0, R)} g(x) \, dx \right)^{\frac{2}{q_1}} + c \frac{1}{|B(x_0, R)|} \int_{B(x_0, R)} f^{\frac{2}{q_1}}(x) \, dx.
\]  

(3.2.11)

By a scaling and translation argument, (3.2.11) holds for all \( R > 0 \) and all \( x_0 \in \mathbb{R}^d \).

We now apply the reverse Hölder inequality (see Theorem 4.1 in [18]). Thus there exists \( \varepsilon > 0 \) and \( c_1 > 0 \) such that \( g(x) \in L^t(B(x_0, R/2)) \) for all \( t \in [\frac{2}{q_1}; \frac{2}{q_1} + \varepsilon] \) and

\[
\left( \frac{1}{|B(x_0, R/2)|} \int_{B(x_0, R/2)} g^t(x) \, dx \right)^{\frac{1}{t}} \leq c \left( \frac{1}{|B(x_0, R)|} \int_{B(x_0, R)} g^{\frac{2}{q_1}}(x) \, dx \right)^{\frac{2}{q_1}} + c \left( \frac{1}{|B(x_0, R)|} \int_{B(x_0, R)} f^t(x) \, dx \right)^{\frac{1}{t}}.
\]

(3.2.12)
This leads to

\[
\left( \frac{1}{|B(x_0, R/2)|} \int_{B(x_0, R/2)} \Gamma u(x)^{q_1 t} \, dx \right)^{\frac{1}{q_1}} \leq c \left( \frac{1}{|B(x_0, R)|} \int_{B(x_0, R)} \Gamma u(x)^2 \, dx \right)^{\frac{q_1}{2}} + c \left( \frac{1}{|B(x_0, R)|} \int_{B(x_0, R)} (M(u^2))^{q_1/2} \, dx \right)^{\frac{1}{2}} + c \left( \frac{1}{|B(x_0, R)|} \int_{B(x_0, R)} (|h(Mu)|^{q_1/2} \, dx \right)^{\frac{1}{2}}.
\]

Choose \( t \in (2/q_1, 2/q_1 + \varepsilon) \) so that \( q_1 t < 4d/(d - \alpha) \) and set \( p = q_1 t \).

Now set \( R = 2\sqrt{d} \) for the remainder of the proof. Taking \( q_1^{th} \) roots and using the inequality \( (a + b)^{1/q_1} \leq a^{1/q_1} + b^{1/q_1} \),

\[
\| \Gamma u \|_{L^p(B(x_0, R/2))} \leq c \| \Gamma u \|_{L^2(B(x_0, R))} + c \| M(u^2) \|_{L^{p/2}(B(x_0, R))}^{1/2} + c \| h(Mu) \|_{L^{p/2}(B(x_0, R))}^{1/2}.
\]

For \( k \in \mathbb{Z}^d \), let \( C_k = B(k, \sqrt{d}) \) and \( D_k = B(k, 2\sqrt{d}) \). Note that \( \mathbb{R}^d \subset \cup_{k \in \mathbb{Z}^d} C_k \) and that there exists an integer \( N \) depending only on the dimension \( d \) such that no point of \( \mathbb{R}^d \) is in more than \( N \) of the \( D_k \). This can be expressed as \( \sum_{k \in \mathbb{Z}^d} \chi_{D_k} \leq N \).
Using \( \sum a_k^{p/2} \leq (\sum a_k)^{p/2} \) when each \( a_k \geq 0 \) and \( p/2 \geq 1 \), we write

\[
\int_{\mathbb{R}^d} |\Gamma u(x)|^p \, dx \leq \sum_{k \in \mathbb{Z}^d} \int_{C_k} |\Gamma u(x)|^p \, dx
\]

\[
\leq c \sum_k \left( \int_{D_k} |\Gamma u(x)|^2 \, dx \right)^{p/2} + c \sum_k \int_{D_k} (M(u^2)(x))^{p/2} \, dx
\]

\[
+ c \sum_k \int_{D_k} (|h(x)| Mu(x))^{p/2} \, dx
\]

\[
\leq c \left( \sum_k \int_{D_k} |\Gamma u(x)|^2 \, dx \right)^{p/2} + c \sum_k \int_{D_k} (M(u^2)(x))^{p/2} \, dx
\]

\[
+ c \sum_k \int_{D_k} (|h(x)| Mu(x))^{p/2} \, dx
\]

\[
= c \left( \int_{\mathbb{R}^d} |\Gamma u(x)|^2 \sum_k \chi_{D_k}(x) \, dx \right)^{p/2}
\]

\[
+ c \int_{\mathbb{R}^d} (M(u^2)(x))^{p/2} \sum_k \chi_{D_k}(x) \, dx
\]

\[
+ c \int_{\mathbb{R}^d} (|h(x)| Mu(x))^{p/2} \sum_k \chi_{D_k}(x) \, dx.
\]

We thus obtain

\[
\int_{\mathbb{R}^d} |\Gamma u|^p \leq c \left( \int_{\mathbb{R}^d} |\Gamma u|^2 \, dx \right)^{p/2} + c \int_{\mathbb{R}^d} (M(u^2))^{p/2} \, dx
\]

\[
+ c \int_{\mathbb{R}^d} (|h| Mu)^{p/2} \, dx.
\]  \hfill (3.2.12)

Letting \( r = 4/p \) and \( s = 4/(4 - p) \), Hölder’s inequality and the inequality \( ab \leq \frac{1}{2}a^2 + \frac{1}{2}b^2 \) shows

\[
\int (|h| Mu)^{p/2} \leq \left( \int |h|^{pr/2} \right)^{1/r} \left( \int (Mu)^{ps/2} \right)^{1/s}
\]

\[
\leq \frac{1}{2} \left( \int |h|^2 \right)^{p/2} + \frac{1}{2} \left( \int (Mu)^{2p/(4-p)} \right)^{(4-p)/2}.
\]  \hfill (3.2.13)
Since $M$ is a bounded operator on $L^{p'}$ for each $p' > 1$ and we know that $2p/(4-p) > 1$, the second term on the last line of (3.2.13) is bounded by
\[ c \left( \int |u|^{2p/(4-p)} \right)^{(4-p)/2}. \]

Similarly, since $p > 2$, the second term on the right hand side of the first line of (3.2.12) is bounded by
\[ c \int (|u|^2)^{p/2} = c \int |u|^p. \]

Therefore
\[
\int_{\mathbb{R}^d} |\Gamma u|^p \leq c \left( \int |\Gamma u|^2 \right)^{p/2} + c \int |u|^p + c \left( \int |h|^2 \right)^{p/2} + c \left( \int |u|^{2p/(4-p)} \right)^{(4-p)/2}.
\]

Taking $p^{th}$ roots and using $(a + b)^{1/p} \leq a^{1/p} + b^{1/p}$, we obtain
\[
\|\Gamma u\|_{L^p(\mathbb{R}^d)} \leq c\|\Gamma u\|_{L^2(\mathbb{R}^d)} + c\|u\|_{L^p(\mathbb{R}^d)} + c\|h\|_{L^2(\mathbb{R}^d)} + c\|u\|_{L^{2p/(4-p)}(\mathbb{R}^d)}.
\]

This completes the proof of the proposition.$\square$

We now bound the $L^p$ and $L^{2p/(4-p)}$ norms of $u$.

**Theorem 3.2.5.** (1) Suppose $d > \alpha$ and (3.1.2) holds. There exists $p > 2$ and a constant $c_1$ depending on $\Lambda, p, d, \text{ and } \alpha$ such that
\[
\|\Gamma u\|_{L^p(\mathbb{R}^d)} \leq c_1 \left( \mathcal{E}(u, u)^{1/2} + \|h\|_{L^2(\mathbb{R}^d)} + \|u\|_{L^2(\mathbb{R}^d)} \right).
\]
(2) If in addition \( u \in \mathcal{D}(\mathcal{L}) \), there exists a constant \( c_2 \) such that

\[
\| \Gamma u \|_{L^p(\mathbb{R}^d)} \leq c_2 \left( \| h \|_{L^2(\mathbb{R}^d)} + \| u \|_{L^2(\mathbb{R}^d)} \right).
\]

Proof. Let \( p_1 = 2d/(d - \alpha) \). Let \( C_k \) be defined as in the previous proof.

By Lemma 3.2.2 with \( q = 2 \)

\[
\int_{C_k} |u - u_{C_k}|^{p_1} \leq c \left( \int_{C_k} |\Gamma u(x)|^2 \, dx \right)^{p_1/2}.
\]

Here \( u_{C_k} = (1/|C_k|) \int_{C_k} u \). Then

\[
\sum_{k \in \mathbb{Z}^d} \int_{C_k} |u - u_{C_k}|^{p_1} \leq c \sum_k \left( \int_{C_k} |\Gamma u(x)|^2 \, dx \right)^{p_1/2}
\]

\[
\leq c \left( \sum_k \int_{C_k} |\Gamma u(x)|^2 \, dx \right)^{p_1/2}
\]

\[
\leq c \left( \int_{\mathbb{R}^d} |\Gamma u(x)|^2 \sum_k \chi_{C_k}(x) \, dx \right)^{p_1/2}
\]

\[
\leq c \left( \int_{\mathbb{R}^d} |\Gamma u(x)|^2 \, dx \right)^{p_1/2}.
\]

Also,

\[
\int_{C_k} |u_{C_k}|^{p_1} = c |u_{C_k}|^{p_1} \leq c \left( \int_{C_k} |u|^2 \right)^{p_1/2}
\]

by Jensen’s inequality. Similarly to the above,

\[
\sum_k \int_{C_k} |u_{C_k}|^{p_1} \leq c \left( \int_{\mathbb{R}^d} u^2 \right)^{p_1/2}.
\]
Hence

\[
\int |u|^{p_1} \leq \sum_k \int_{C_k} |u|^{p_1} \leq c \sum_k \int_{C_k} |u - u_{C_k}|^{p_1} + \sum_k \int_{C_k} |u_{C_k}|^{p_1} \\
\leq c \left( \int |\Gamma u|^2 \right)^{p_1/2} + c \left( \int u^2 \right)^{p_1/2}.
\]

Taking \(p_1^{th}\) roots, we have

\[
\|u\|_{L^{p_1}(\mathbb{R}^d)} \leq c\|\Gamma u\|_{L^2(\mathbb{R}^d)} + c\|u\|_{L^2(\mathbb{R}^d)}.
\]

If \(2 \leq r \leq p_1\), there exists \(\theta \in [0,1]\) depending only on \(r\) and \(p_1\) such that
\[
\|u\|_{L^r} \leq \|u\|_{L^2}^{\theta}\|u\|_{L^{p_1}}^{1-\theta},
\]
see, e.g., Proposition 6.10 of [27]. Combining with the inequality \(a^\theta b^{1-\theta} \leq a + b\) yields

\[
\|u\|_{L^r} \leq \|u\|_{L^2} + \|u\|_{L^{p_1}}.
\]

We thus obtain

\[
\|u\|_{L^r(\mathbb{R}^d)} \leq c\|\Gamma u\|_{L^2(\mathbb{R}^d)} + c\|u\|_{L^2(\mathbb{R}^d)}.
\]

Applying this with \(r\) first equal to \(p\) and then with \(r\) equal to \(2p/(4-p)\) and using Proposition 3.2.4, we obtain (1).

Suppose now that \(u \in D(\mathcal{L})\) and that \(h = \mathcal{L}u\). Let \(\{E_\lambda\}\) be the spectral resolution of the operator \(-\mathcal{L}\). Then for \(u \in L^2\),

\[
u = \int_0^\infty dE_\lambda u,\quad \|u\|_{L^2(\mathbb{R}^d)} = \int_0^\infty d(E_\lambda u, E_\lambda u).
\]
If \( u \in D(L) \) and \( h = Lu \), then

\[
h = \int_0^\infty \lambda dE_{\lambda}u, \quad \|h\|_{L^2(\mathbb{R}^d)} = \int_0^\infty \lambda^2 d(E_{\lambda}u, E_{\lambda}u).
\]

It then follows that

\[
\|\Gamma u\|_{L^2(\mathbb{R}^d)}^2 = \mathcal{E}(u, u)
\]

\[
= \int_0^\infty \lambda d(E_{\lambda}u, E_{\lambda}u)
\]

\[
= \int_0^1 \lambda d(E_{\lambda}u, E_{\lambda}u) + \int_1^\infty \lambda d(E_{\lambda}u, E_{\lambda}u)
\]

\[
\leq \int_0^1 d(E_{\lambda}u, E_{\lambda}u) + \int_1^\infty \lambda^2 d(E_{\lambda}u, E_{\lambda}u)
\]

\[
\leq \|u\|_{L^2(\mathbb{R}^d)}^2 + \|h\|_{L^2(\mathbb{R}^d)}^2.
\]

This and (1) prove (2). \( \square \)

### 3.3 Strong stability

Let

\[
G(x) = \sup_{y \in \mathbb{R}^d} |\tilde{A}(x, y) - A(x, y)|.
\]

**Theorem 3.3.1.** Suppose \( d > \alpha \). There exist \( q \geq 2d/\alpha \) and a constant \( c_1 \) depending on \( \Lambda, d, \alpha, \) and \( q \) such that if \( f \in L^2(\mathbb{R}^d) \), then

\[
\|P_t f - \tilde{P}_t f\|_{L^2}^2 \leq c_1 \left( t^{-\frac{1}{4}} + t^{\frac{1}{2}} \right) \|G\|_{L^{2q}} \|f\|_{L^2}^2. \tag{3.3.1}
\]

**Proof.** For \( t > 0 \), let \( u = P_t f - \tilde{P}_t f \). By Lemma 2.1.1(1), we know that \( P_t f \) and \( \tilde{P}_t f \)
are both in $\mathcal{F} = W^{\frac{\alpha}{2},2}(\mathbb{R}^d)$, so $u \in W^{\frac{\alpha}{2},2}(\mathbb{R}^d)$. We write

$$\|P_t f - \tilde{P}_t f\|_{L^2}^2 = \langle P_t f - \tilde{P}_t f, u \rangle$$

$$= \int_0^t \frac{d}{ds} (P_s \tilde{P}_{t-s} f, u) \, ds.$$ 

This, Lemma 2.1.1(3), and routine calculations show that

$$\|P_t f - \tilde{P}_t f\|_{L^2}^2 = \int_0^t \left( - \mathcal{E}(\tilde{P}_{t-s} f, P_s u) + \tilde{\mathcal{E}}(\tilde{P}_{t-s} f, P_s u) \right) ds. \quad (3.3.2)$$

Using (3.3.2), Lemma 2.1.1(1) and Hölder’s inequality, we obtain

$$\|P_t f - \tilde{P}_t f\|_{L^2}^2$$

$$= \int_0^t \left( - \mathcal{E}(\tilde{P}_{t-s} f, P_s u) + \tilde{\mathcal{E}}(\tilde{P}_{t-s} f, P_s u) \right) ds$$

$$= \int_0^t \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left( \tilde{P}_{t-s} f(y) - \tilde{P}_{t-s} f(x) \right) \left( P_s u(y) - P_s u(x) \right) \cdot \tilde{A}(x, y) - A(x, y) \frac{1}{|x-y|^{d+\alpha}} \, dy \, dx \, ds$$

$$\leq c \int_0^t \left[ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left( \tilde{P}_{t-s} f(y) - \tilde{P}_{t-s} f(x) \right)^2 \frac{1}{|x-y|^{d+\alpha}} \, dy \, dx \right]^\frac{1}{2}$$

$$\times \left[ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left( P_s u(y) - P_s u(x) \right)^2 \frac{\tilde{A}(x, y) - A(x, y)}{|x-y|^{d+\alpha}} \, dy \, dx \right]^\frac{1}{2} \, ds$$

$$\leq c \int_0^t \left[ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left( \tilde{P}_{t-s} f(y) - \tilde{P}_{t-s} f(x) \right)^2 \frac{\tilde{A}(x, y)}{|x-y|^{d+\alpha}} \, dy \, dx \right]^\frac{1}{2}$$

$$\times \left[ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left( P_s u(y) - P_s u(x) \right)^2 \frac{A(x, y)}{|x-y|^{d+\alpha}} \, dy \, dx \right]^\frac{1}{2} \, ds$$

$$\leq c \int_0^t \left[ \tilde{\mathcal{E}}(\tilde{P}_{t-s} f, \tilde{P}_{t-s} f) \right]^\frac{1}{2} \, ds.$$
\[ \times \left[ \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{\left( P_s u(y) - P_s u(x) \right)^2}{|x - y|^{d+\alpha}} \, dy \, G^2(x) \, dx \right]^{\frac{1}{2}} \, ds \]

\[ \leq c \int_0^t (t - s)^{-\frac{1}{2}} \| f \|_{L^2} \times \left\{ \int_{\mathbb{R}^d} \left[ \int_{\mathbb{R}^d} \frac{\left( P_s u(y) - P_s u(x) \right)^2}{|x - y|^{d+\alpha}} \, dy \right]^{p'} \, dx \right\}^{\frac{1}{2p'}} \]

\[ \times \left\{ \int_{\mathbb{R}^d} G^{2q'}(x) \, dx \right\}^{\frac{1}{2q'}} \, ds \]

\[ = c \| f \|_{L^2} \| G \|_{L^{2q'}} \int_0^t (t - s)^{-\frac{1}{2}} \| \Gamma(P_s u)(x) \|_{L^{2p'}} \, ds, \quad (3.3.4) \]

where \( p' \) and \( q' \) are conjugate exponents.

We choose \( p' \) so that \( 2p' \) is equal to the \( p \) in Theorem 3.2.5(2). By that theorem,

\[ \| \Gamma(P_s u) \|_{L^{2q'}} \leq c \| P_s u \|_{L^2} + c \| L(P_s u) \|_{L^2}. \quad (3.3.5) \]

Since \( P_s, P_t, \) and \( \tilde{P}_t \) are contractions,

\[ \| P_s u \|_{L^2} \leq \| u \|_{L^2} = \| P_t f - \tilde{P}_t f \|_{L^2} \leq 2 \| f \|_{L^2}. \quad (3.3.6) \]

To estimate \( L(P_s u) \), we note \( P_{s/2} u \in D(\mathcal{L}) \) by Lemma 2.1.1(2) and then use Lemma
2.1.1(4). Then
\[\|\mathcal{L}(P_{s}u)\|_{L^2} = \|(-\mathcal{L})^{1/2}P_{s/2}(-\mathcal{L})^{1/2}(P_{s/2}u)\|_{L^2} \]
\[\leq cs^{-1/2}\|(-\mathcal{L})^{1/2}(P_{s/2}u)\|_{L^2}\]
\[= cs^{-1/2}\mathcal{E}(P_{s/2}u, P_{s/2}u)^{1/2}\]
\[\leq cs^{-1/2}\mathcal{E}(u, u)^{1/2}\]
\[\leq cs^{-1/2}[\mathcal{E}(Ptf, Ptf)^{1/2} + \mathcal{E}(\tilde{P}tf, \tilde{P}tf)^{1/2}]\]
\[\leq c(st)^{-1/2}\|f\|_{L^2},\]  

where Lemma 2.1.1(1) is used in the first and last inequalities. Combining (3.3.4), (3.3.5), (3.3.6), and (3.3.7) yields our result. \hfill \Box

**Remark 3.3.2.** A scaling argument allows one to improve (3.3.1) to
\[\|P_tf - \tilde{P}_tf\|_{L^2}^2 \leq c_1 t^{-d/2q\alpha}\|G\|_{L^{2q}}\|f\|_{L^2}^2.\]  

**Proof of Remark 3.3.2.** For \(a > 0\). Define \(Y_t = aX_{a^{-\alpha}t}\) and \(Q^x = P_{at}^x\). Since 
\((P^x, X_t)\) is a strong Markov process and \(Y_t\) is a constant multiple of a time change of 
\(X_t\), then \((Q^x, Y_t)\) is a strong Markov process.

Let \(\mathcal{L}_Y\) be the generator for \(Y\) in the sense of the martingale problem. Then, by 
Proposition 2.2 in [12],
\[\mathcal{L}_Yf(x) = \int_{\mathbb{R}^d} (f(y) - f(x)) \frac{B(x, y)}{|x - y|^{d+\alpha}} dy dx,\]
where $B(x, y) = A(x/a, y/a)$ and $A(x, y)$ is the function in (2.1.1).

And then, the Dirichlet form for $Y$ is given by

$$\mathcal{E}(f, f) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} (f(y) - f(x))^2 \frac{B(x, y)}{|x - y|^{d+\alpha}} \, dy \, dx.$$ 

Let $Q_t$ be the semigroup for $Y$. We have

$$P_t f(x) = \mathbb{E}^x f(X_t) = \mathbb{E}^x (f(\frac{1}{a} Y_{a^\alpha t}))$$

$$= \mathbb{E}^{x^*} g(Y_{a^\alpha t}) = Q_{a^\alpha t} g(x^*),$$

where $g(z) = f(\frac{1}{a} z)$. If $X_t$ starts at $x$, then $Y_t$ starts at $ax$. So $x^* = ax$.

Therefore, $P_t f(x) = Q_{a^\alpha t} g(ax)$.

Suppose we define $\tilde{Q}_t$ and $\tilde{B}$ in terms of $\tilde{P}_t$ similarly and let

$$H(x) = \sup_{y \in \mathbb{R}^d} |B(x, y) - \tilde{B}(x, y)|.$$ 

Fix $t > 0$ and set $a = t^{-1/\alpha}$ so that $a^\alpha = t^{-1}$. An application of Theorem 3.3.1
yields

$$\|P_t f - \tilde{P}_t f\|_{L^2}^2 = \|Q_{a^\alpha t} g(ax) - \tilde{Q}_{a^\alpha t} g(ax)\|_{L^2}^2$$

$$= \|Q_1 g(ax) - \tilde{Q}_1 g(ax)\|_{L^2}^2$$

$$= a^{-d} \|Q_1 g(z) - \tilde{Q}_1 g(z)\|_{L^2}^2$$

$$\leq c a^{-d} \|H\|_{2q} \|g\|_{L^2}^2.$$

Straightforward calculations show that

$$\|H\|_{L^2} = a^{d/2q} \|G\|_{L^2}$$

and

$$\|g\|_{L^2}^2 = a^d \|f\|_{L^2}^2.$$

Combining the above gives (3.3.8). \(\square\)

Let \(p(t,x,y)\) and \(\tilde{p}(t,x,y)\) be the heat kernels corresponding to \(P_t\) and \(\tilde{P}_t\). We have the following two theorems. The proofs are similar to the ones in [24].

**Theorem 3.3.3.** Let \(t > 0\). There exist \(q > 1\) and a constant \(c_1\) depending on \(t, \Lambda, \gamma, d, \alpha,\) and \(q\) such that for any \(x, y \in \mathbb{R}^d\)

$$|p(t, x, y) - \tilde{p}(t, x, y)| \leq c_1 \|G\|_{2q}^{\frac{\gamma}{2q + \gamma}}.$$
Proof. Notice that

\[
\frac{1}{|B_r|^2} \left| (P_t 1_{B_r(x)}, 1_{B_r(y)}) - (\tilde{P}_t 1_{B_r(x)}, 1_{B_r(y)}) \right|
\]

\[
= \frac{1}{|B_r|^2} \left| (P_t - \tilde{P}_t) 1_{B_r(x)}, 1_{B_r(y)} \right|
\]

\[
\leq \frac{1}{|B_r|^2} \left\| P_t 1_{B_r(x)} - \tilde{P}_t 1_{B_r(x)} \right\|_2 \left\| 1_{B_r(y)} \right\|_2.
\]

By Theorem 3.3.1, we know that

\[
\left\| P_t 1_{B_r(x)} - \tilde{P}_t 1_{B_r(x)} \right\|_2^2 \leq c \left\| 1_{B_r(x)} \right\|_2^2 \left\| G(x) \right\|_{2q}.
\]

Thus, combining the above two inequalities gives

\[
\frac{1}{|B_r|^2} \left| (P_t 1_{B_r(x)}, 1_{B_r(y)}) - (\tilde{P}_t 1_{B_r(x)}, 1_{B_r(y)}) \right|
\]

\[
\leq \frac{c}{|B_r|^2} \left\| 1_{B_r(x)} \right\|_2 \left\| G(x) \right\|_{2q} \left\| 1_{B_r(y)} \right\|_2
\]

\[
\leq \frac{c}{r^d} \left\| G(x) \right\|_{2q}.
\]

On the other hand,

\[
\left| p(t, x, y) - \frac{1}{|B_r|^2} (P_t 1_{B_r(x)}, 1_{B_r(y)}) \right|
\]

\[
\leq \frac{1}{|B_r|^2} \int_{B_r(x) \times B_r(y)} \left| p(t, x, y) - p(t, z, v) \right| dv \, dz.
\]

By Theorem 4.14 in [4], we know there exist \( \gamma > 0 \) and a constant \( c \) such that

\[
\left| p(t, x, y) - p(t, z, v) \right| \leq c \, t^{-\frac{d+\gamma}{\alpha}} (|x - z| + |y - v|)^\gamma.
\]
Hence,

\[
\frac{1}{|B_r|^2} \int_{B_r(x) \times B_r(y)} |p(t, x, y) - p(t, z, v)| \, dv \, dz \leq cr^\gamma.
\]

Therefore,

\[
|p(t, x, y) - \tilde{p}(t, x, y)| \\
\leq |p(t, x, y) - \frac{1}{|B_r|^2}(P_t 1_{B_r(x)}, 1_{B_r(y)})| + |\tilde{p}(t, x, y) - \frac{1}{|B_r|^2}(\tilde{P}_t 1_{B_r(x)}, 1_{B_r(y)})| \\
+ \frac{1}{|B_r|^2}|(P_t 1_{B_r(x)}, 1_{B_r(y)}) - (\tilde{P}_t 1_{B_r(x)}, 1_{B_r(y)})| \\
\leq cr^\gamma + \frac{c}{r^d} \|G(x)\|_2^{\frac{1}{2}}. 
\]

Letting \( r^\gamma = \frac{1}{r^d} \|G(x)\|_2^{\frac{1}{2}} \), then \( r = \|G(x)\|_2^{\frac{1}{2(d + \gamma)}} \), and therefore

\[
|p(t, x, y) - \tilde{p}(t, x, y)| \leq c \|G(x)\|_2^{\frac{1}{2(d + \gamma)}}. \tag{3.3.9}
\]

\[\square\]

**Theorem 3.3.4.** Let \( t > 0 \). There exist \( q > 1 \) and a constant \( c_2 \) depending on \( t, \Lambda, \gamma, d, \alpha, \) and \( q \) such that for any \( p \in [1, \infty] \), we have

\[
\|P_t f - \tilde{P}_t f\|_{L^p} \leq c_2 \|G\|_2^{\frac{1}{2q}} \|f\|_{L^p}. 
\]

**Proof.** Let \( \beta_t(x) = \int_{R^d} |p(t, x, y) - \tilde{p}(t, x, y)| \, dy \) and \( \beta_t = \sup_{x \in R^d} \beta_t(x) \).
By Theorem 1.1 in \[4\], there exist constants \(c\) and \(\tilde{c}\) such that

\[
c \min \left\{ t^{-\frac{d}{\alpha}}, \frac{t}{|x - y|^{d+\alpha}} \right\} \leq p(t, x, y) \leq \tilde{c} \min \left\{ t^{-\frac{d}{\alpha}}, \frac{t}{|x - y|^{d+\alpha}} \right\}.
\]

(3.3.10)

For \(x \in \mathbb{R}^d, r > 0\), by applying (3.3.9) and (3.3.10) we have

\[
\beta_t(x) = \int_{B(x,r)} |p(t, x, y) - \bar{p}(t, x, y)| \, dy + \int_{B(x,r)^c} |p(t, x, y) - \bar{p}(t, x, y)| \, dy
\]
\[
\leq c \|G(x)\|_{2q}^{\frac{\gamma}{2(d+\gamma)}} r^d + c \int_{B(x,r)^c} \frac{t}{|x - y|^{d+\alpha}} \, dy
\]
\[
= c \|G(x)\|_{2q}^{\frac{\gamma}{2(d+\gamma)}} r^d + c \int_{r}^{\infty} \frac{1}{\xi^{d+\alpha}} \cdot \xi^{d-1} \, d\xi
\]
\[
= c \|G(x)\|_{2q}^{\frac{\gamma}{2(d+\gamma)}} r^d + cr^{-\alpha}.
\]

Choose \(r\) such that \(r^{-\alpha} = \|G(x)\|_{2q}^{\frac{\gamma}{2(d+\gamma)}} r^d\), that is \(r^d = \|G(x)\|_{2q}^{\frac{\gamma}{2(d+\gamma)(d+\alpha)}}\).

Therefore \(\beta_t(x) \leq c \|G(x)\|_{2q}^{\frac{\gamma}{2(d+\gamma)(d+\alpha)}}\).
Now for $p \in [1, \infty)$ and $f \in L^p(\mathbb{R}^d)$,

$$\|P_t f - \tilde{P}_t f\|_p \leq \left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} |p(t, x, y) - \tilde{p}(t, x, y)| \|f(y)\| dy \right)^p dx \right)^{\frac{1}{p}}$$

$$= \left( \int_{\mathbb{R}^d} \beta_t(x)^p \left( \int_{\mathbb{R}^d} \beta_t(x)^{-1} |p(t, x, y) - \tilde{p}(t, x, y)| \|f(y)\| dy \right)^p dx \right)^{\frac{1}{p}}$$

$$\leq \left( \int_{\mathbb{R}^d} \beta_t(x)^p \left( \int_{\mathbb{R}^d} \beta_t(x)^{-1} |p(t, x, y) - \tilde{p}(t, x, y)| \|f(y)\|^p dy \right) dx \right)^{\frac{1}{p}}$$

$$= \left( \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} \beta_t(x)^{p-1} |p(t, x, y) - \tilde{p}(t, x, y)| \|f(y)\|^p dy \right) \|f(y)\|^p dy \right)^{\frac{1}{p}}$$

$$\leq \beta_t \|f\|_p .$$

For $p = \infty$, since

$$\|(P_t - \tilde{P}_t)f\|_{\infty} \leq \int_{\mathbb{R}^d} |p(t, x, y) - \tilde{p}(t, x, y)| \|f\|_{L^\infty} dy \|f\|_{L^\infty} \leq \beta_t \|f\|_{L^\infty} .$$

Hence, $\|P_t f - \tilde{P}_t f\|_{L^p} \leq c \|G\|_{2q}^{\frac{2q}{2q+d+\gamma\alpha}} \|f\|_{L^p}$ for $p \in [1, \infty]$.

As in Remark 3.3.2, one could use scaling to obtain an explicit bound on how the constants depend on $t$. 

\[ \]
Chapter 4

Pathwise Uniqueness of SDEs with Jumps

In this chapter, we consider the following one-dimensional jump stochastic differential equation driven by one-sided stable processes of order $\alpha \in (0, 1)$:

$$dX_t = \phi(X_{t-})\, dZ_t.$$

In Section 4.1, we prove that pathwise uniqueness holds for this equation if $\phi$ is continuous, non-decreasing and positive on $\mathbb{R}$. A counter-example is given in Section 4.2 to show that the positivity of $\phi$ is crucial for pathwise uniqueness to hold.
4.1 SDEs driven by one-sided stable processes

Let \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\) be a filtered probability space. For \(\alpha \in (0, 1)\), let \(Z_t\) be a one-sided \(\alpha\)-stable process adapted to \(\{\mathcal{F}_t\}_{t \geq 0}\) which only has positive jumps, i.e., \(a_- = 0\) and \(a_+ \in (0, \infty)\) in (2.2.2).

In this section, we will study the following stochastic differential equation

\[
dX_t = \phi(X_{t-}) \, dZ_t,
\]

where \(\phi(x)\) is time-independent and satisfies the following conditions:

**Assumption 4.1.1.**
1. \(\phi(\cdot)\) is Borel measurable and continuous on \(\mathbb{R}\);
2. \(\phi(\cdot)\) is non-decreasing on \(\mathbb{R}\);
3. \(\phi(\cdot)\) is positive on \(\mathbb{R}\);

We prove that under Assumption 4.1.1, pathwise uniqueness holds for equation (4.1.1).

**Theorem 4.1.2.** Suppose \(\phi\) satisfies Assumption 4.1.1. Then the solution to equation (4.1.1) is pathwise unique.

To prove Theorem 4.1.2, our strategy is to first construct a strong solution \(X_t\) to equation (4.1.1) and then show that weak uniqueness holds for (4.1.1). Once we finish these two steps, pathwise uniqueness will follow.
Proposition 4.1.3. Suppose $\phi$ satisfies Assumption 4.1.1. Then there exists a strong solution to equation (4.1.1).

Proof. For each $n \in \mathbb{N}$, we define

$$Z^n_t = \sum_{s \leq t} \Delta Z_s 1_{\{\Delta Z_s \geq \frac{1}{n}\}}.$$

Then $Z^n_t$ is adapted to $\mathcal{F}_t$. Recall that $Z_t$ only has positive jumps and no continuous part, so for each $t \geq 0$, $\{Z^n_t\}_{n \geq 1}$ is a non-decreasing process and $Z^n_t \to Z_t$ $\mathbb{P}$-a.s. as $n \to \infty$.

For any $x_0 \in \mathbb{R}$, let $X^n$ be the solution to

$$dX^n_t = \phi(X^n_{t-}) \, dZ^n_t, \quad X^n_0 = x_0.$$

Recall that there are only finitely many jumps on a finite time interval, so it is easy to see the existence of the solution $X^n$ and that the solution is uniquely determined by the initial condition: $X^n_t$ will stay constant until the first jump of $Z^n_t$, at which point $X^n_t$ will jump $\phi(X^n_{t-}) \Delta Z_t$.

It is clear that $X^n_t$ is adapted to $\mathcal{F}_t$ for each $n \in \mathbb{N}$.

For each $t \geq 0$, we show that $\{X^n_t\}_{n \geq 1}$ is also a non-decreasing sequence.

Take $n, m \in \mathbb{N}$ such that $n > m$. We claim that $X^n_t \geq X^m_t$ $\mathbb{P}$-a.s. for $t \geq 0$. If not, let

$$S = \inf\{t \geq 0 : X^n_t < X^m_t\}.$$
Then \( X^n_S - X^m_S \geq 0 \).

Since \( X^n_S = X^n_{S-} + \phi(X^n_{S-}) \Delta Z_S \) and \( X^m_S = X^m_{S-} + \phi(X^m_{S-}) \Delta Z_S \), remembering that \( \phi \) is non-decreasing, then \( \phi(X^n_{S-}) \geq \phi(X^m_{S-}) \). Therefore \( X^n_S \geq X^m_S \). Clearly \( S \) must be a jump time of \( Z \) if \( S < \infty \). But if \( S < \infty \), then \( Z \), and therefore \( X \), is constant for a positive length of time after time \( S \), and we conclude that \( S = \infty \) \( \mathbb{P} \)-a.s.

This implies \( \{ X^n_t \}_{n \geq 1} \) is a non-decreasing sequence for \( t \geq 0 \).

Let \( X_t = \lim_{n \to \infty} X^n_t \) and note that \( X_t \) is adapted to \( \mathcal{F}_t \). We have

\[
X^n_t = x_0 + \sum_{s \leq t} \phi(X^n_{s-}) \mathbf{1}_{\{ \Delta Z_s \geq \frac{1}{n} \}} \Delta Z_s.
\]

As \( n \to \infty \), the right hand side converges to

\[
x_0 + \sum_{s \leq t} \phi(X_{s-}) \Delta Z_s
\]

by monotone convergence. Since \( Z \) is non-decreasing and has no continuous part, we conclude that

\[
X_t = x_0 + \int_0^t \phi(X_{s-}) \, dZ_s.
\]

Next, we will show that weak uniqueness holds for equation (4.1.1).

**Proposition 4.1.4.** Suppose \( \phi \) satisfies Assumption 4.1.1. Then the solution to equation (4.1.1) is unique in law.
Proof. Let $X_t$ denote the strong solution to equation (4.1.1). Then by Theorem 4.1 in [33], for any real number $x$, there exists a process $\tilde{Z}_t$ such that $\tilde{Z}$ has the same law as $Z$ and $X_t = x + \tilde{Z}_{\tau_t}$ where $\tau_t = \int_0^t \phi(X_s)^{\alpha} \, ds$.

Let $B_t = \inf\{s \geq 0 : \tau_s > t\}$. We will show that

$$B_t = \int_0^t \phi(\tilde{Z}_s)^{-\alpha} \, ds$$

(4.1.2)

and that $\tau_t = \inf\{s \geq 0 : \int_0^s \phi(\tilde{Z}_u)^{-\alpha} \, du > t\} \mathbb{P}$-a.s. Therefore the distribution of $X_t$ will be determined by the one of $\tilde{Z}$ for any given initial value $x$.

By Lemma 1.6 in [44], for any $t \geq 0$, we have

$$B_t \geq \int_0^{B_t} 1_{\{\phi(X_s) \neq 0\}} \, ds = \int_0^{t \land \tau_\infty} \phi(X_{B_s})^{-\alpha} \, ds$$

$$= \int_0^{t \land \tau_\infty} \phi(x + \tilde{Z}_s)^{-\alpha} \, ds.$$  (4.1.3)

Since $\phi$ is positive, then (4.1.3) gives us

$$B_t = \int_0^{t \land \tau_\infty} \phi(x + \tilde{Z}_s)^{-\alpha} \, ds.$$  (4.1.4)

Also, because of the fact that $\phi$ is positive, then $\tau_t$ is strictly increasing on $[0, \infty]$.

If $t \geq \tau_\infty$, then $B_t = \inf\{s \geq 0 : \tau_s > t\} = \infty$. 
One the other hand, by (4.1.4),

$$\int_0^t \phi(x + \tilde{Z}_s)^{-\alpha} \, ds \geq \int_0^{t \wedge \tau_\infty} \phi(x + \tilde{Z}_s)^{-\alpha} \, ds = B_t = \infty,$$

and then $\int_0^t \phi(x + \tilde{Z}_s)^{-\alpha} \, ds = \infty$. Therefore (4.1.2) holds with both sides equal to $\infty$.

If $t < \tau_\infty$, then

$$B_t = \int_0^{t \wedge \tau_\infty} \phi(x + \tilde{Z}_s)^{-\alpha} \, ds = \int_0^t \phi(x + \tilde{Z}_s)^{-\alpha} \, ds,$$

which is just (4.1.2).

Hence (4.1.2) has been proved. Therefore we can conclude that for any given initial value $x$, the law of $X_t$ is unique.

□

Now we are ready to give the proof of Theorem 4.1.2.

**Proof of Theorem 4.1.2.** According to Proposition 3.2.2, there exists a strong solution $X_t$ to equation (4.1.1). Therefore there exists a measurable map $H : Z \mapsto X$.

Suppose $X'_t$ is another strong solution. Then by Proposition 4.1.4, the laws of $X$ and $X'$ are the same. Since $Z_t = \int_0^t \phi(X_{s-})^{-1} \, dX_s$ and $Z_t = \int_0^t \phi(X_{s-})^{-1} \, dX'_s$, then the joint laws of $(Z, X)$ and $(Z, X')$ are the same. Since $X = H(Z)$, then $X' = H(Z)$. Therefore, $X' = H(Z) = X$.

□
4.2 A counter-example

In this section, we give a counter-example to show that the positivity condition on $\phi$ is crucial to obtaining pathwise uniqueness.

For $\alpha \in (0, 1)$ and $\beta \in (0, 1)$, let $Z_t$ be a one-sided $\alpha$-stable process which starts from zero and only has positive jumps. Let $\phi(x) = x^\beta$. Then $\phi(x)$ is continuous and increasing on $\mathbb{R}^+ \cup \{0\}$.

Define $B_t = \int_0^t \phi(Z_{s-})^{-\alpha} \, ds$. Then,

$$\mathbb{E}B_t = \int_0^t \int_{\mathbb{R}^+} \phi(y)^{-\alpha} f(s, y) \, dy \, ds,$$

where $f(s, y)$ denotes the transition density function of $Z_t$. It’s well-known that there exist positive constants $c_1$ and $c_2$ such that

$$f(s, y) \leq c_1 s^{-\frac{1}{\alpha}} \land c_2 \frac{s}{y^{1+\alpha}}, \quad \text{for } s \geq 0, \ y \in \mathbb{R}^+.$$

Therefore, since $0 < \beta < 1$,

$$\mathbb{E}B_t \leq c_1 \int_0^t \int_{0 < y < s^{\frac{1}{\alpha}}} \phi(y)^{-\alpha} s^{-\frac{1}{\alpha}} \, dy \, ds + c_2 \int_0^t \int_{y \geq s^{\frac{1}{\alpha}}} \phi(y)^{-\alpha} \frac{s}{y^{1+\alpha}} \, dy \, ds$$

$$= c_1 \int_0^t \int_{0 < y < s^{\frac{1}{\alpha}}} y^{-\alpha \beta} s^{-\frac{1}{\alpha}} \, dy \, ds + c_2 \int_0^t \int_{y \geq s^{\frac{1}{\alpha}}} y^{-\alpha \beta - \alpha - 1} s \, dy \, ds$$

$$< \infty.$$

Hence $B_t$ is finite $\mathbb{P}$-a.s. for $t \geq 0$. 
It is clear that $B_1 > 0$, $\mathbb{P}$-a.s., and by the scaling property of $Z_t$, we can show that $B_t$ has the same law as $t^{1-\beta}B_1$. Therefore for any $M > 0$,

\[
\mathbb{P}(B_t \leq M) = \mathbb{P}(B_1 \leq t^{\beta-1}M) \to 0 \text{ as } t \to \infty,
\]

recalling that $\beta \in (0, 1)$. We then conclude $B_t \to \infty$, $\mathbb{P}$-a.s., as $t \to \infty$. Let $\gamma_t$ represent the inverse of $B_t$.

Define

\[
Y_t = \int_0^t \phi(Z_{s-}) \, dZ_s, \quad V_t = Y_{\gamma_t} \quad \text{and} \quad X_t = Z_{\gamma_t}.
\]

Then by Theorem 3 in [34], $V_t$ has the same law as $Z_t$, i.e., $V_t$ is also a one-sided $\alpha$-stable process with $V_0 = 0$. Some calculus shows that

\[
dX_t = \phi(X_{t-}) \, dV_t.
\]

Notice that $X_t$ is non-zero, while the identically zero process is another solution. Therefore pathwise uniqueness does not hold.

This example also shows that it is not true that there is necessarily uniqueness to the ordinary differential equation

\[
dy(x) = \phi(y(x-)) \, z(dx),
\]

even when $z$ is a positive purely atomic measure and $\phi$ is non-negative and non-
decreasing.
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