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ABSTRACT

RECONFIGURABLE SAMPLING FOR ENHANCED ENERGY EFFICIENCY IN POWER-CONSTRAINED WIRELESS SYSTEMS

JUNE 2011

TIMOTHY DANIEL KURP

B.S. PHYSICS, SETON HALL UNIVERSITY, SOUTH ORANGE, NJ
M.S. M.E, UNIVERSITY OF CONNECTICUT, STORRS, CT

Directed by: Professor Robert X. Gao

Rapid advancement in electronics for wireless transmission and computing has fostered the development of low cost wireless sensors used in a variety of applications. As the wireless sensor ‘nodes’ become more computationally powerful, yet scaled downward in terms of size, energy consumption and cost, they are able to not only replace wired sensing systems but reveal sensing applications previously not feasible. Many individual wireless sensor nodes can be densely deployed in the form of a wireless sensor network (WSN) to effectively monitor large spatio-temporal regions, while supporting ad-hoc communication between sensor nodes.

Although wireless sensing has found home in applications such as environmental, structural health, surveillance and industrial process monitoring, there are certain limitations and risks associated with a wireless versus a wired implementation. The limiting factor is most often the node or network lifetime, which is directly constrained by the limited onboard energy supply; a battery. Therefore, there is tremendous interest
in decreasing the power dissipation of these devices in order to enable more implementations, and extend lifetime in existing ones. The sensor node can be thought of as three synergistically acting subsystems: the data acquisition, processing and communication subsystems, where research has focused on addressing energy bottlenecks in each subsystem. Of the many techniques, a data driven approach which focuses on minimizing data load is capable of significantly decreasing power by reducing communications in transmitting data. The focus of this work is adaptive sensing; a data driven technique which extends this concept to further reducing energy consumption in all subsystems, as well as aiding in data load and bandwidth issues. In realizing such a framework, four research tasks have been identified and executed throughout the course of this research.

1) **Formulation of an Efficient and Implementable Adaptive Sensing Method**

Traditionally, data is acquired from individual sensors by the node at fixed time intervals. This is wasteful in that the sampling rate must accommodate the ‘worst case’ scenario; always sampling at a high rate. At times of low signal activity, this induces redundancy in the data, leading to unnecessary expenditure of energy in acquiring, processing and transmitting these redundant points. An *event-driven* sensing scheme in the form of an adaptive sampling algorithm is formulated in this work that dynamically adjusts the sampling rate to reduce redundancy and improve energy efficiency.

2) **Formulation of Signal Recovery Procedure**

Through incorporation of a non-uniform sampling scheme, the desired information is preserved but may be in a format which is not immediately usable. Once the adaptively
sampled data is received by the base station or end device, it is essential that the original signal be reconstructed from the received points. Interpolative techniques are leveraged to derive a signal reconstruction for samples acquired while using the adaptive sampling algorithm.

3) **Algorithm Performance Analysis and Error Quantification**

   Simulations are performed which model the adaptive sampling process using real signals from various applications. An energy model for the sensor node is incorporated to quantify the effect that the algorithm implementation has on a commercially available platform’s energy consumption. Due to a problem which will be discussed, traditional error metrics cannot effectively quantify error in context of the sampling algorithm’s performance. Therefore, a custom error metric has been formulated to fully quantify the effect that the algorithm implementation will have on signal quality.

4) **Implementation and Performance Verification**

   In addition to simulating the adaptive sensing process, two successful implementations are demonstrated which are scalable for other real sensing systems. A ‘proof of concept’ has first been demonstrated on an 8-bit MCU interfaced with a Bluetooth transceiver. Also, a more advanced adaptive sampling system has been realized on a Digital Signal Processor DSP based system with Zigbee communications. Performance and energy consumption measurements have been performed and are presented in this work, as well as a full discussion of the embedded design, implementation challenges and solutions.
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CHAPTER 1

INTRODUCTION

1.1 Background

Utilization of sensors to measure naturally occurring or man-made phenomena enables monitoring and decision making processes previously unthinkable through pure human observation. In fact, sensing has become a vital component in an extensive amount of applications such as structural health [1][2], machining and manufacturing [3], surveillance [4] and medical [5]. In incorporating sensors into any application there are many challenges which must be overcome. The two primary concerns are always (1) how to power the sensor unit and (2) how to retrieve the data or communicate findings to the desired destination.

Traditionally, this is accomplished by wiring the sensor and its electronics to a power source as well as wiring into a communication network or directly to a computer. This has several disadvantages, namely cost of installation and maintenance due to cabling which can deters sensor integration altogether. Additionally, cables limit motion; in a manufacturing setting or in medical monitoring applications for example, the sensed target being a moving machine or human subject cannot be functional when restricted in terms of their motion. Sensor integration with wires in this scenario requires additional planning in cable placement, while possibly compromising the functionality of the target being sensed. However, wires do provide a stable power source and communication medium.
The alternative to the wired approach is wireless sensing, which utilizes individual wireless sensor units, called wireless sensor ‘nodes’. Technological advances in electronics hardware, downward scaling of transistor size and expanding technologies in MEMS sensors and batteries have facilitated a progression towards low cost, low power wireless sensor nodes which are very easily deployed [6]. The sensor nodes typically consist of a sensing, computing and communications subsystem as well as a power source [7] as depicted in Figure 1.1, along with a commercially available Imote2 sensor node. The sensing subsystem consists mainly of the sensors and an analog to digital conversion (ADC) unit, and is responsible for converting the physical phenomena of interest into digital signal form. The computing subsystem is comprised of a processing unit which is usually a microcontroller unit (MCU) or digital signal processor (DSP) chip, their supporting electronics and peripherals. It controls all sensor node activities as well as performing some local processing. The communication subsystem houses the radio transceiver with the amplifiers and corresponding electronics. The entire sensor node which is capable of performing sensing, data acquisition, localized processing and wireless communication is usually powered by battery.

Figure 1.1 Wireless sensor node subsystems (Left) and commercially available node (Right)
Sensor nodes can be densely deployed and collaboratively monitor a target system, each sending information back to the base station or to other sensor nodes which relay information back to the base station [7] as depicted in Figure 1.2. This architecture is referred to as a wireless sensor network (WSN), where there is a large amount of research dedicated solely to investigating the communication and network topology in such a system [8]. Usage of a WSN to monitor some target system presents many opportunities over a wired implementation in addition to ease of deployment, such as the ability to leverage high node density to more accurately monitor the system, or to implement decentralized decision making processes by forming clusters of sensor nodes.

Figure 1.2. Adaptable topology in a wireless sensor network

These concepts have provoked an extensive amount of research in engineering and computer science disciplines, which seek to optimize the behavior of these wireless sensor networks and overcome obstacles. Research has led to development of efficient and secure communication protocols to be used in these networks, as well endless application of wireless sensing techniques. Additionally, small wireless sensing devices and sensor networks are finding place in areas previously inaccessible using wired sensors.
Although there are benefits to using a wireless over a wired approach, there is consistent demand and need to make these nodes smaller, more energy efficient and cost effective. Of these three needs, energy efficiency is of high priority; longevity is a deciding factor in many applications. Sensor nodes are typically powered by a low voltage battery which has limited energy supply, directly constraining the lifetime of the individual sensor nodes and the entire sensor network. The changing network topology and behavior within the network along with this energy constraint makes the WSN lifetime difficult to predict, introducing a concern of dependability.

Network lifetime and dependability are primary concerns especially in industry [9], which is estimated based on system behavior and node energy consumption properties [10]. In addition to dependability issues, limited node lifetime due to the power constraint poses significantly higher challenge when battery replacement is difficult. In heating, ventilation and air conditioning (HVAC) monitoring for example, sensor battery replacement requires unit disassembly which is timely and expensive [6]. Also, in medical applications sensors can be embedded in patient’s bodies, requiring invasive surgery to replace batteries [11]. In environmental or military applications as well, sensor nodes may be dropped into a region without even having the possibility of replacing batteries.

There are existing and maturing technologies to increase the energy supply and node lifetime by scavenging energy from the environment through mechanical [12] or chemical [13] means. Although these sources may be capable of powering the sensor node at some times, the irregularity of their occurrence requires a battery to still be incorporated, and energy to still be used very sparingly. Minimization of energy usage in
wireless sensing devices therefore continues to be of high importance and to attract the attention of the research community.

1.2 Sensor node energy consumption

Before delving into techniques to improve energy efficiency of the sensor node, let us first examine where the energy is actually being consumed. The power consuming components are grouped based on functionality into the same subsystems displayed in Figure 1.1; the sensing, computing and communications subsystems. Figure 1.3 (Left) shows a distribution for power consumption amongst these subsystems for a typical sensor node [14]. The communications subsystem is usually the largest consumer of energy, which is expected to remain the case. This is because as Moore’s law predicts the scaling down of power consumption of digital devices used in processing and data acquisition, the amount of power required for a transmitter correlates directly to desired transmission distance based on pure physics; efficiency improvements in radio circuitry can only go so far. The energy consumed by the communications subsystem can be estimated according to the transmission distance \( r \), number of bits to be transmitted \( p_i \) during transmission event \( i \), the sample resolution in bits per sample \( B \), modulation setting for the transmitter \( b \), and two hardware specific constants \( F \) and \( G \) are hardware constants as [16]:

\[
E_{\text{comm}} = \frac{p_i \cdot B}{b} (F \cdot r^2 (2^b - 1) + G)
\]  

The energy consumed by the computing subsystem is mainly due to the onboard processor such as a microcontroller, DSP chip or FPGA. These devices consume energy proportional to the amount of processing cycles as well as the processor frequency \( f \).
switching capacitance $\gamma$ and hardware specific constants $k$ and $\varepsilon$. The number of cycles required to perform a task on $p$ samples are estimated according to the computational complexity $O(p)$, which describes how many basic operations i.e. additions, multiplications, etc. must be performed in executing the task. Knowing these parameters, the computational energy to complete a task can be calculated according to [17]:

$$E_{\text{comp}} = O(p) \cdot \gamma \left( \frac{f}{k} + \varepsilon \right)$$

(1.2)

In the sensing subsystem there are two possible consumers of energy; the ADC and the sensors themselves if they require power. The energy consumption of the ADC is typically proportional to the amount of samples acquired $p$ and the sampling rate used [18]:

$$E_{\text{ADC}} = \frac{C_1 \cdot SR + C_2}{SR} \cdot p$$

(1.3)

Some power consumption properties for various sensing devices are shown in Figure 1.3 (Right) to give a general idea of the requirements. With a low rate ADC and passive sensors, the sensing subsystem will be one of the least consumers of energy. However, if higher rate ADC’s or energy hungry sensors are required for the application, the power consumption of the sensing subsystem can quickly rival that of the communications subsystem [19].
<table>
<thead>
<tr>
<th>Device</th>
<th>Function</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD7789</td>
<td>16-Bit ADC, 16.6 SPS</td>
<td>400µW</td>
</tr>
<tr>
<td>AD7660</td>
<td>16-Bit ADC, 1KSPS</td>
<td>2</td>
</tr>
<tr>
<td>STCN75</td>
<td>Temperature Sensor</td>
<td>0.4mW</td>
</tr>
<tr>
<td>iMEMS</td>
<td>Accelerometer</td>
<td>30mW</td>
</tr>
<tr>
<td>T150</td>
<td>Humidity Sensor</td>
<td>90mW</td>
</tr>
<tr>
<td>CP18</td>
<td>Proximity</td>
<td>350mW</td>
</tr>
</tbody>
</table>

1.3 Approaches to power conservation

When it comes to reducing power consumption of wireless sensor nodes, the first initiative is to design efficient hardware. Downward scaling of transistors and advances in MEMs technology have been largely responsible for reducing the size and power usage of these devices [6]. However, incorporation of energy efficient techniques in designing the system’s behavior further reduces each node’s power needs. This is necessary to overcome fundamental limitations in reducing power usage of the hardware itself; there is a lower limit to reducing transmitter power, and components will always consume power if left in the ‘ON’ state. There is therefore a great deal of research aimed at optimizing sensor node activities to further reduce power consumption [19].

There are firstly techniques which are directly address optimization of the hardware itself, such as dynamic voltage scaling techniques (DVS) [20]. DVS reduces power usage of the processor by varying the processor supply voltage according to the computational load. The voltage controls the processor clock frequency, which is seen in Eq. (1.2) to directly affect energy consumption. A similar technique is applied to the
transmitter using dynamic modulation scaling (DMS) which varies the modulation setting seen in Eq. (1.1) according to the present data load.

In addition to developing more advanced hardware or directly optimizing its usage, there are many approaches which control sensor node activity as a means to reduce their power consumption. These techniques can be thought of as falling into three separate categories [15] as displayed in Figure 1.4. They are duty cycling, mobility based, and data driven techniques. Duty cycling techniques are effective in reducing power consumption by placing nodes or their individual components into sleep mode for periods of time. For example, exploiting node redundancy by placing certain nodes into sleep mode for periods of time can provide the same functionality while reducing the overall energy expenditure by two to three times [22]. Optimal wakeup protocols for the sleeping nodes must be introduced in this case in order to effectively communicate [23]. Energy efficient MAC protocols with low duty cycle also fall into this category [24].

**Figure 1.4. Three types of energy-efficient approaches**
The approach taken in this thesis is referred to as a data driven approach, which mainly targets the largest consumer of energy on the sensor node; the radio and its circuitry. It is known that there is often redundancy in the form of spatial or temporal correlation of the acquired sample points [25], and the data driven approach focuses on removing this redundancy. In doing so, there are fewer samples to be transmitted by the radio, and hence less power is consumed.

There are two ways to accomplish this; compression and energy-efficient data acquisition, specifically adaptive sampling. In a compression technique, data is acquired at a fixed rate from the sensing subsystem and some process is performed to represent the signal with the smallest amount of data [26]. In this process, certain desired features can be extracted and transmitted rather than transmitting the entire signal [27], thus reducing energy expenditure. Adaptive sensing takes this one step further, with the mentality of reducing the amount of data directly at the acquisition stage. This allows further energy reduction in all sensor node subsystems if designed properly, because there are less samples acquired, processed and transmitted.
CHAPTER 2

ENERGY-EFFICIENT DATA ACQUISITION

In a traditional data acquisition scheme data is acquired at fixed time intervals, referred to as fixed-rate sampling. The sampling rate is chosen according to Shannon’s sampling theorem, which states that a signal must be sampled at a rate which is at least twice the maximum frequency present in the signal. On a sensor node, this is wasteful because of the varying levels of signal activity and changing frequency content; a fixed sampling rate must be chosen for the application’s worst case scenario. Examining the sensor node’s power consumption characteristics, it is evident that each subsystem would benefit in terms of energy efficiency if sampling rate could be reduced at times of low signal activity. This concept is realized through the development of alternative data acquisition, or sensing techniques.

2.1 Alternative Sensing Techniques

Efficient data acquisition for purpose of data or power reduction has been desirable since the dawn of the digital era. In wireless systems, it is unlike other approaches to energy efficiency such as using compression, data fusion or enhancing communication protocols; it is uniquely difficult in that decisions must be made regarding information which is not yet available. The problem presents a sort of paradox: in order to optimally sample an incoming signal, we need to know when samples should be taken as to reconstruct the signal from them. However, in order to know when samples need to be taken, we need to know the signal. Adaptive sampling and other alternative sensing techniques address this by making some inference from previously acquired samples in
order to choose future sampling rates, or making assumptions about the signal’s content. There is of course some compromise, which involves a tradeoff between signal quality and energy efficiency.

In context of wireless sensing, the coined term ‘adaptive sampling’ is somewhat ubiquitous in that it encompasses a broad range of techniques. These techniques can be categorized into three groups by the type of problems they address. In WSNs, network level, *spatio-temporal* adaptive sampling [28]-[35] is employed to efficiently sense a given area by controlling node sampling times. At the node and network level, *compression-like* techniques [36]-[39] are also sometimes referred to as adaptive sampling. In these cases, fixed rate sampling is employed, but followed by a data reduction scheme to lessen the amount of data to be transmitted. Finally, there are techniques focused at the node level which control the sampling rate directly at the sensing stage; selecting times to activate the sensor and A/D converter. This thesis proposes an approach for this type of scenario, which will be referred to as a *node level adaptive sampling* technique [41]-[46].

### 2.1.1 Network Level Adaptive Sampling

At the *network* level, efforts to control node sampling are concerned with resource allocation and efficient sampling of a spatial region. In [28] for example, sensor nodes in a dense grid are activated adaptively using a recursive dyadic partitioning scheme in order to sense the field. This process, named Backcasting first obtains an estimate of the spatial field in a preview step, and then activates additional sensors in a refinement step to improve accuracy in boundary-containing regions. As a result, the data size is significantly reduced while maintaining error tolerances.
Comparable information-based techniques leverage a tradeoff between value and cost of sensing operations [29], and seek to optimize resource allocation within the network [29]-[32], [34]. Fisher information and Gaussian process regression-based error, for example is traded against energy consumption to select node sampling times [29]. Acquisition methods have been dually proposed with energy efficient data collection and multi-hop protocols [32], including for wireless sensor networks with real-time capability [30]. Recently, compressed sensing techniques have also been of interest for wireless sensor networks, largely because they are completely decentralized and do not require much a priori knowledge about the data [35].

2.1.2 Node Level Adaptive Sampling

At the node level, in adaptively sampling incoming signals from the sensors there are methods that either mimic compressive techniques, or are truly adaptive. Compressive-like techniques are also sometimes referred to as adaptive sampling. Several of these techniques such as send-on-sampling, integral sampling, gradient-based and predictor-based methods have been proposed for control applications [36]. In these methods, the actual sampling rate remains constant, but a sample is only transmitted when significant change has occurred. A similar methodology is used in model based techniques [37], [38], where an analytical model of the signal is built at the sensing node and sink node, and it is desired to be maintained. Information is only transmitted when the model begins to deviate from newly acquired data, at which point the model is updated.

In oscillatory signals, Shannon’s theorem is used to remove unnecessary samples by analyzing bandwidth [39]. This was found useful in a hearing aid [39], where significant net reduction in data led to immediate savings in further processing. The benefit of these
techniques in terms of energy efficiency is clear, but leads one to beg the question, “Why not perform data reduction directly at the acquisition stage to maximize energy savings?”

This is the motivation for this work, which will be considered a local adaptive sampling technique. In the realm of this localized, real-time data acquisition reconfiguration, many adaptive schemes have been proposed. For signals with noticeable trends, a model based approach can sometimes be attractive. Subsequent sensor sampling times can be determined by the information value of the previous sample in terms of updating the model [29], [33].

For high information content signals, Nyquist’s criterion is traditionally considered in selecting sampling rate. As formalized by Claude Shannon [40], discretization of band-limited signals in compliance with the sampling theorem is perfectly complemented by a reconstruction formula known as the cardinal series expansion, or sinc-interpolation. The theorem states that the sampling rate must be at least twice the highest frequency in the signal to ensure reconstruction. Knowing that frequency content varies in real signals, the concept of sampling at twice the short term, or ‘instantaneous’ frequency [42] is an intuitive means for adaptive sampling. This means that the sampling rate is continuously adapted according to an estimate of the current maximum signal frequency.

Hardware solutions to accomplish this have been proposed switch sampling rates based on signal frequency [42] and slope [43], as well as digital processing schemes to estimate maximal frequency from recently acquired samples and adjust sampling rate [41], [44], [45]. When using available samples to determine frequency, there are two obstacles, namely (1) the speed of the analysis, and most importantly (2) the inability to detect high frequencies after the sampling rate has been lowered. In [41], a Fourier transform reveals
small changes in maximum signal frequency in a snow monitoring application, but can only detect a rise within the slight amount of oversampling. [45] Proposes a similar approach leveraging a wavelet transform for the frequency analysis. The limitation can be illustrated by a simple example. Suppose the maximum signal frequency is 100Hz, and therefore the adapted sampling rate chosen to be 210Hz. If say, a 300Hz component emerges, it cannot be identified due to aliasing caused by sampling at 210Hz. This work delves into this challenge.

### 2.1.3 Compressed Sensing

Although considered non-adaptive, compressed sensing (CS) has attracted much attention from the research community in recent years as a way to address the data acquisition problem. It’s development is connected with the ‘Analog to Information’ mindset, which reasons that if a signal is compressible, it should be compressed at acquisition to avoid wasting resources required to do so at a later stage [46]. Mathematical contributions have shown that this is possible to an extent, so long as the signal is sparse in some domain [47]-[49]. Essentially, if a signal is sparse or nearly-sparse in some domain \( \Psi \) and is measured in basis \( \Phi \), the number of randomly chosen samples needed to reasonably reconstruct it is based on its sparsity in \( \Psi \), and the incoherence between \( \Psi \) and \( \Phi \) [50]. Higher incoherence infers higher compressibility.

It is found that the reconstruction can be performed through methods such as \( l_1 \) minimization [52] and convex optimization [48], and the number of samples needed is often reduced below the Nyquist rate [48], [49], [51]. Surprising results from [48] indicate that perfect reconstruction is possible from a small number of frequency samples for a phantom test image, applicable to improve Magnetic Resonance Imaging techniques.
Compressive sensing may prove especially useful in high bandwidth applications where hardware limitations prevent sampling above the Nyquist rate, as backed by results using a proposed Random Modulated Pre-integration Sampling architecture [47], [49]. Radar applications for example, are target for these techniques [49]-[52], as well as streaming applications [53]. Selection in terms of the basis functions such that they best sparsify the signal [54][55] and remain incoherent is a topic of heavy research.

Although compressed sensing is a powerful solution in many applications, it does have its disadvantages. It is notable that it is non-adaptive to signal input, meaning that a priori knowledge about the signal in terms of its content must be available; an assumption of signal sparsity in a known domain is needed. Also, additional hardware is often needed in order to sample the signal. This is because if the signal is sparse or nearly sparse in the sensing domain, the signal must first be spread out in some other domain in order to capture it when sampling at lower rates. For signals with high information content or a changing amount of information content with time, compressed sensing is not the best solution. Therefore, the approach taken in this work is not compressive, but strives to maintain optimal sampling rate needed to preserve the active bandwidth, such that it can be analyzed at a later time.

2.2 Scope of Thesis

This thesis presents a new adaptive sampling technique to be used at the node level in adaptive sensing. Previously discussed limitations have been overcome through short bursts of high-rate sampling, which enable both reliable analyses to estimate appropriate future sampling rates, and net reduction in acquired samples. An analysis for this sampling rate selection has been formulated to be highly efficient in terms of
computational cost, which is shown to be implementable on real wireless sensing systems. Presented simulation and experimental trials confirm its usability, as well as performance in terms of data and power consumption reduction. Implementation challenges and solutions are also heavily investigated.

For the designed sampling technique, the resultant samples will not be spaced evenly in time. This is problematic, since most signal processing techniques require a signal sampled on an evenly spaced grid. This issue is addressed through the derivation of a signal reconstruction technique to produce a fixed rate signal from the non-uniformly acquired samples. The technique is shown to provide near-perfect reconstruction for this special case of non-uniform sampling, allowing the signal to be retrieved. Additionally, a post analysis has been formulated to quantify error in sampling rate selection, and therefore information loss.
CHAPTER 3

ADAPTIVE SAMPLING ALGORITHM FORMULATION

3.1 Algorithm Methodology

To further improve energy efficiency of wireless sensor nodes, adaptive sampling or more generally techniques focused on optimizing data acquisition are effective in that they reduce power consumption in sensing, data acquisition, processing and transmission. Varying sampling rate according to the qualities of the input signal is an intuitive approach, however it is very difficult in practice due to the fact that signal activity is not known until after sampling. Existing techniques aim to approximate signal activity in either a model-based approach or by tracking signal bandwidth. Several techniques have been proposed to track signal bandwidth and change sampling rate accordingly [41], [39][45]. However, a significant limiting factor is that once sampling rate is lowered, a sudden appearance of relatively high frequency content cannot be detected. For most applications, this is a serious limitation because frequency qualities of the signal may be very different at different times, and also change suddenly with change in events.

This problem can be addressed by introducing short, recurrent bursts of high rate sampling, and analyzing these samples to estimate signal frequency content. Doing so allows the entire bandwidth to be probed, as opposed to checking only the bandwidth visible when sampling at a lower, adjusted rate. Each burst of high rate sampling of length $T_H$ is followed by a short interval of adjusted rate sampling of length $T_L$, where the sampling rate used here is calculated based on findings in the samples acquired at the higher rate. Using this method allows an ongoing estimate of frequency content to be
maintained and subsequently a better sampling rate adjustment, while still reducing the amount of data acquired. This results in lower power consumption[28] by the sensor node, and therefore longer lifetime.

This process is formalized into an adaptive sampling algorithm structure illustrated in Figure 3.1. In the adaptive sampling algorithm, data acquisition is performed in a total of $i$ time intervals. Each interval begins with a short investigative sub-interval (referred to as the High Sampling Rate Period, or HSRP of duration $T_H$, in which a high sampling rate $R_H$ is adopted. $R_H$ is the sampling rate used if fixed rate sampling the signal. An analysis is then performed on the data points acquired during the HSRP to estimate the highest frequency component $F_{max}$ in the signal. This analysis is performed while the system continues to sample at $R_H$. With the identification of $F_{max}$, the minimum required sampling rate $R_{req}$ is determined as $R_{req} = c \cdot F_{max}$, where $c > 2$ is a confidence factor chosen to satisfy Shannon’s sampling theorem. The remainder of the interval $i$, is referred to as the Low Sampling Rate Period (LSRP) of duration $T_L$, in which the adjusted sampling rate $R_L$ is adopted based on the minimum required rate $R_{req}$. For increased robustness, $R_L$ can into account the sampling rate in the $k$ previous intervals:

$$R_L = \max(R_{req}(i - l), l = 0..k - 1)$$

A flowchart of the algorithm and an illustration of the sampling intervals, sub-intervals and resulting dynamic sampling rate are presented in Figure 3.1.
With this structure in place, there are now two separate problems to address. The first is to formulate the analysis to be performed on the samples acquired at the high rate, which chooses the appropriate sampling rate for the remainder of the interval. This problem will be referred to as sampling rate selection. Secondly, the length of the $LSRP$, $T_L$ must also be chosen, which governs how often the sampling rate is updated. By shortening this interval, performance in sampling rate adjustment may improve, but at the cost of lower energy efficiency due to the fact that more samples are acquired. This problem is referred to as analysis triggering.

### 3.2 Sampling Rate Selection

The basis for the algorithm is that sampling rate can be adapted during the acquisition process based on the signal’s frequency content. Maximum frequency present in the signal during successive $HSRP$s of duration $T_H$ is used to adjust the sampling rate for the
following LSRP of duration ($T_L$). The analysis performed on the samples acquired at the high rate has been designed to estimate maximal signal frequency and compute sampling rate in a fast, efficient manner.

3.2.1 Separation of signal into frequency bands

Following the acquisition of samples at this rate, wavelet packet decomposition is leveraged to break the signal into frequency bands. Shown in Figure 3.2, the wavelet packet transform decomposes the set of samples into separate frequency bands by recursively applying highpass and lowpass filters $G(z)$ and $H(z)$, where $G(z)$ and $H(z)$ are the $z$-transforms of finite impulse response (FIR) filters $g[n]$ and $h[n]$ [56]. The filters are desired to be power complementary, meaning the summation of their responses are equal to one over the frequency domain. This ensures that the all signal information is being examined equally.

![Figure 3.2. Illustration of a 2-level wavelet packet decomposition](image-url)
This decomposition can continue downward for as many levels \( j \) as desired, generating \( b = 2^j \) frequency sub-bands. These indexes \( j \) and \( b \) are used to identify each sub-band in the wavelet packet tree; \( x_j^b(t) \). The lowpass and highpass filtering operations which generate the sub-bands are described mathematically as discrete convolutions:

\[
x_{j+1}^{2b}[n] = \sum_{m} h[2n - m] x_j^b
\]

\[
x_{j+1}^{2b+1}[n] = \sum_{m} g[2n - m] x_j^b
\]

(3.2)

Notice that the signal is decimated by a factor of two after each filtering operation, indicated by the \( 2n \) in each equation. This means that half of the coefficients are discarded after filtering, and the total number of coefficients in all bands at each level is about the same for each level. This decimated wavelet packet formulation enables greater computational efficiency by keeping the number of coefficients about the same for each level of decomposition, although the number of bands increases by a factor of two. This decimation is made possible because each filtering operation essentially halves the bandwidth of the previous band, allowing half the samples to be removed without loss of information [56].

However, the filters are never perfect halfband filters. Therefore, proper construction of the filters is critical to truly represent the signal in these bands, due to the aliasing effect induced by decimation and the slightly overlapping frequency responses as illustrated in Figure 3.2. Specifically, filters should be selected as the decomposition filters of a quadrature mirror filter (QMF) bank. These are two out of a set of four filters;
two decomposition and two reconstruction filters which meet the criterion of being power complementary as well as cancelling out any aliasing due to decimation [57]. A quadrature mirror filter bank in a one level decomposition-reconstruction structure is shown in Figure 3.3.

![Figure 3.3. One-level wavelet decomposition and reconstruction](image)

In designing these filters, the criteria need to be enforced. Let us analyze this filter bank shown in Figure 3.3 to see how this is accomplished. Recall that the $z$-transforms of the factor of $M$ decimator and the factor of $L$ upsampler shown in Figure 3.4 are given by [56]:

$$Y_d(z) = \frac{1}{M} \sum_{k=0}^{M-1} X_d(z^{1/M} W_M^{-k})$$

(3.3)

$$Y_u(z) = X_u(z^L)$$

![Figure 3.4. Factor of M decimator and factor of L upsampler](image)
Here, $W_M = e^{-j2\pi/N}$. Let us first analyze the top half of the system shown in Figure 3.3, which is broken down as shown in Figure 3.5.

This system uses a factor of 2 decimator and factor of 2 upsampler, i.e. $L=M=2$ in Eq. (3.3). Using this and substituting into Eq. (3.3), the relation between $v(z)$ and $w(z)$ is found:

$$w(z) = \frac{1}{2} \sum_{k=0}^{2^{n-1}} v \left( \frac{L}{z^M} W_M^k \right) = \frac{1}{2} [v(zW_2^0) + v(zW_2^{-1})] = \frac{1}{2} [v(z) + v(ze^{j\pi})] \quad (3.4)$$

Since $e^{j\pi} = \cos\pi + j\sin\pi = -1$:

$$w(z) = \frac{1}{2} [v(z) + v(-z)] \quad (3.5)$$

Now, from Figure 3.5 it is evident that $Y(z) = w(z)H'(z)$ and $v(z) = X(z)H(z)$. Combining these with Eq. (3.5) solves the input output relation for the simplified system in Figure 3.5:

$$Y(z) = \frac{1}{2} [X(z)H(z) + X(-z)H(-z)] \cdot H'(z) \quad (3.6)$$

Seeing that the full structure in Figure 3.3 is symmetric i.e. the bottom half is the same as the top but with different filters, Eq. (3.6) is applied to solve for the whole system input output relation.
\[ Y(z) = \frac{1}{2} [X(z)H(z) + X(-z)H(-z)] \cdot H'(z) \]
\[ + \frac{1}{2} [X(z)G(z) + X(-z)G(-z)] \cdot G'(z) \]  
\[ (3.7) \]

Rearranging to combine terms \(X(z)\) and \(X(-z)\):
\[ Y(z) = \frac{1}{2} [H(z)H'(z) + G(z)G'(z)] \cdot X(z) \]
\[ + \frac{1}{2} [H(-z)H'(z) + G(-z)G'(z)] \cdot X(-z) \]  
\[ (3.8) \]

Using the system response given in Eq. (3.7) the perfect reconstruction conditions can be enforced, ensuring that all information will be preserved in implementing this filter bank, even with the decimation. This is accomplished by first noticing that the second term with the \(X(-z)\) is the aliasing term and is desired to be zero. Therefore, the filters must be constructed to satisfy:
\[ H(-z)H'(z) + G(-z)G'(z) = 0 \]  
\[ (3.9) \]

It is also desired that the output \(Y(z)\) be exactly the same as the input \(X(z)\), with only some slack in the form of a time delay. This requires that:
\[ H(z)H'(z) + G(z)G'(z) = 2z^{-l} \]  
\[ (3.10) \]

Here, \(l\) is any integer. Eq. (3.9) and (3.10) are referred to as the perfect reconstruction conditions for the quadrature mirror filter bank [58] whose implementation structure is shown in Figure. 3.3.

3.2.2 Thresholding and determination of sampling rate

The filters used to decompose the signal in the wavelet packet transform for our purposes will be the decomposition filters from a quadrature mirror filter (QMF) bank, as
to preserve the signal information. These filters will break the signal into $2^J$ frequency bands as previously discussed using the wavelet packet decomposition shown in Figure 3.2. Once the bands have been generated for some $J$ level decomposition, where there will be $2^J$ bands, coefficients in all bands are subjected to a threshold $\delta$ which is a function of the data size $p$ and noise variance $\sigma$ taken from the first high pass band as [59]:

$$\delta = \sigma \sqrt{2 \log p}$$

$$\sigma = \frac{\text{median}(|x_1^n(T)|; \forall T \in x_1^n)}{.6745}$$

(3.11)

Any coefficient not above this threshold is set to zero. Now, the highest band index $b$ with any non-zero coefficient, denoted $b_{\text{max}}$ is identified, which indicates an estimate of the highest frequency present in the signal. Using this index, an appropriate sampling rate for the signal, $R_L$ is now computed where $c$ is a constant greater than or equal to two:

$$R_L = c \cdot \frac{R_H}{2^J} \cdot (b_{\text{max}} + 1)$$

(3.12)

3.2.3 Sampling rate calculation algorithm for increased efficiency

Seeing that only one band needs to be identified i.e. the highest band with any content in it, $b_{\text{max}}$, the computational load induced by determining an appropriate sampling rate can be significantly reduced by avoiding unnecessary computations. The algorithm shown in Figure 3.6 accomplishes this task by selectively computing bands; computing only two bands at each level instead of $2^J$ bands at each level $j$. Essentially, at each level, one band is broken down into two bands; a low pass and high pass band. If there is content in the high pass band, the high pass band will be passed on and split again. If not,
the low pass band will be further split. Doing so allows the wavelet packet tree to be traversed; only computing two bands at each level and completely avoiding computing unnecessary branches.

A real time filtering implementation structure will be presented in Chapter 6 which allows for continuous execution of sampling rate calculation using this algorithm, as opposed to waiting until all high rate samples are acquired to begin computation. This has obvious advantages, namely that it gives a ‘head start’ in computation such that the result will be available even before the first sample at the adjusted rate needs to be taken.

---

**Sampling Rate Calculation Algorithm**

\[
\begin{align*}
x_0^0(t) &= S(t) \\
\text{While } j < J \text{ and endloop = false} \{ \\
& \quad x_{2b}^{j+1}[n] = \sum_{m=-\infty}^{\infty} h[2n - m]x_j^b[m] \\
& \quad x_{2b+1}^{j+1}[n] = \sum_{m=-\infty}^{\infty} g[2n - m]x_j^b[m] \\
& \quad \text{if } x_{2b+1}^{j+1}(t) > \delta \text{ for any } t \\
& \quad x_j^b(t) = x_{2b+1}^{j+1}(t) \\
& \quad \text{elseif } f x_{2b+1}^{j+1}(t) > \delta \text{ for any } t \\
& \quad x_j^b(t) = x_{2b+1}^{j+1}(t) \\
& \quad \text{else endloop = true} \\
& \} \\
SR = c \frac{R_{\text{hi}}}{2^j} \cdot (b + 1)
\end{align*}
\]

Figure 3.6. Algorithm to efficiently compute appropriate sampling rate
A visual explanation of the sampling rate calculation algorithm is shown in Figure 3.7.

![Figure 3.7. Visual illustration of efficient sampling rate calculation algorithm](image)

By implementing this scheme, computational complexity is now linearly related to the number of samples needed to be processed. The computational complexity in actual filtering becomes only that of the discrete wavelet transform as approximated by:

\[
O(p) \approx \sum_{j=0}^{J} 2 \left[ \frac{p}{2^{j-1}} C + C(C - 1) \right]
\]  

(3.13)

In Eq. (3.13), \( p \) is the size of the data set, and \( C \) is the length of the QMF filter chosen. This result is obtained by counting the basic operations needed to perform the filtering, such as addition and multiplication. The advantage of selectively computing wavelet coefficients as opposed to computing the entire wavelet packet decomposition when calculating sampling rate is examined in Figure 3.8. The computational complexity and therefore execution time increases linearly with decomposition level in the WPT, due to the fact that the about the same number of coefficients are in each decomposition level (because of the decimation as previously discussed, it does not increase exponentially).

By selectively computing only two bands in each level as proposed in this work, the
overall complexity and execution time is significantly reduced, as seen in the figure. This is important because with each successive level increase, the number of rates we have to choose from increases by a factor of two, allowing for greater energy savings.

![Algorithm Execution Time, 200MHz Processor](image)

Figure 3.8. Execution time reduction through proposed sampling rate calculation scheme

### 3.3 Analysis Triggering

After an appropriate sampling rate for the signal $R_L$ has been determined, the sampling rate is adjusted, or lowered, to this rate for some amount of time $T_L$. With some a priori knowledge about the physical phenomena being monitored, the first option is to set $T_L$ beforehand to make sure that the sampling rate is updated enough based on how fast the signal is expected to change. A second option is to dynamically change the duration $T_L$ according to how fast the signal is changing. Should changes in frequency be detected, shortening $T_L$ enables allows the algorithm to respond quickly to further frequency changes in the signal. On the other hand increasing the time interval $T_L$ lowers the data load and energy consumption. This is because increased $T_L$ reduces the number of times the HSRP (which consumes more energy by acquiring and processing more samples) occurs in a given data collection event. However, the improved energy usage
comes at the cost of the possibility of overlooking high frequency events due to the larger time intervals between analyses.

The optimal LSRP duration $T_L$ is therefore as long as possible to conserve energy, constrained such that the analysis is performed frequently enough to avoid missing high frequency events. Based on the application, the size of the interval can be limited such that it is less than the expected length of the event to be captured, guaranteeing that it will not be completely missed.

To do this, the LSRP interval duration $T_L$ is updated in an on-line manner based how frequently the sampling rate needs to be adjusted. If the target signal behaves like a stationary signal the sampling rate selection algorithm is repeatedly suggesting the same adjusted sampling rate $R_L$, the LSRP duration $T_L$ is extended to further conserve energy. Conversely, if fast changes in frequency content are detected, the LSRP interval length $T_L$ decreases and HSRP periods occur more often. This issue is analogous to that of packet collision in communication protocols, in which the packet transmission rate is monitored and controlled to maximize usage of available bandwidth. In many industry standard protocols such as Transmission Control Protocol (TCP) [60] the Additive Increase Multiplicative Decrease (AIMD) method is used to vary the length of the congestion window [61]. The congestion window is a protocol paradigm that allows direct control of time spacing between packet transmissions.

Essentially, the length of the congestion window is additively increased until a packet collision is detected, at which point the window is multiplicatively decreased by some factor. This linear control algorithm has been extensively analyzed and has been shown
to converge to fairness [60], meaning that it evenly allocates bandwidth while minimizing collisions. The fairness index \( F \) is defined as [60]:

\[
F(x) = \frac{(\sum x_i)^2}{n(\sum x_i^2)}
\]

The fairness index \( F \) varies between 0 and 1, 0 being the least fair and 1 being the most fair. Here, \( x \) is the throughput from transmitter \( i \) and \( n \) is the total number of transmitters. In addition to AIMD other linear control algorithms have also been researched in prior work. These alternative algorithms include Multiplicative Increase Additive Decrease (MIAD), Multiplicative Increase Multiplicative Decrease (MIMD), and Additive Increase Additive Decrease (AIAD). Among these algorithms the AIMD control scheme was found to be optimal [62].

In this work, the AIMD algorithm is used to increase the LSRP duration \( T_L \) if the low sampling rate adjustment has been sufficient, and multiplicatively decreased if it has not. The low sampling rate adjustment is sufficient if sampling rate has changed more than the amount covered by confidence factor \( c \), if not the adjustment is deemed insufficient. To determine sufficiency the required rates \( SR_{req} \) of most recent intervals are compared. Criterion to indicate sufficiency combined with the AIMD control statement is mathematically stated as:

\[
T_L(i) = \alpha \cdot I \left( R_L(i) > c \cdot \frac{R_L(i-1)}{2} \right) \cdot T_L(i-1) + \beta \cdot I \left( R_L(i) \leq c \cdot \frac{R_L(i-1)}{2} \right)
\]

(3.15)
Here, $I$ is the indicator function whose value is 0 or 1 according to the Boolean statement inside the parentheses, $c$ is the constant from Eq. (3.12), $\alpha$ and $\beta$ are constants which control the amount of increase or decrease of the LSRP duration $T_L$. To illustrate the behavior of this interval length changing, an example is given in Figure 3.9 for a signal with arbitrarily increasing and decreasing sampling rate.

![Diagram](image)

Figure 3.9. AIMD interval control: a) Sampling rate adjusted at the end of each interval (Top) b) Length of time $T_L$ in each interval (Bottom)

In Figure 3.9, the green dashed line represents the value which the sampling rate is set to at the end of each interval. The blue line corresponds to the actual sampling rate which is adjusted at times governed by the AIMD algorithm. The red line represents the minimum sampling rate required to avoid aliasing, or slightly above to give some
confidence window. Any time the sampling rate used falls below this line, it is deemed insufficient.

It is evident that the time between sampling rate changes slowly increases when the sampling rate is sufficient, and decrease rapidly when the required criterion is not met. A rapid decrease is required to avoid missing information by analyzing the signal more frequently; so that the blue line will not cross the red for the example in Figure 3.8. This process results in the saw tooth behavior seen in the bottom part of the Figure 3.8. In the example the AIMD algorithm performs the desired function, ensuring that the sampling rate will be at least the minimum rate needed.

The estimated computation time for the entire adaptive sampling algorithm, consisting of sampling rate selection and interval length selection through AIMD, is estimated to be:

\[
T \approx \sum_{j=0}^{J} 2 \left[ \frac{3p}{2^{j-1}} C + C(C - 1) \right] T_m
\]  

(3.13)

Here, \( p \) is the number of samples acquired in the HSRP, \( C \) is the filter length, \( J \) is the number of levels in the wavelet decomposition and \( T_m \) is time to execute one machine cycle.
Through the adaptive sampling of any signal, it is desired that sufficient information is retained in order to reconstruct the continuous signal using its discrete samples. The adaptive sampling technique presented in this paper yields a signal sampled in a piecewise fixed rate manner, using uniform sampling rate for given time intervals in which the bandwidth-sampling rate criterion holds. This presents an interesting problem in reconstruction in that the sampling is not uniform, but is also not completely non-uniform or random. Utilizing this information, a reconstruction procedure is proposed which leverages properties of fixed rate sampled signals in conjunction with a non-uniform reconstruction framework. In this unique linear algebra-based approach, a near exact reconstruction is derived which complements the proposed adaptive sampling technique.

\subsection{Signal Reconstruction and Interpolative Techniques}

In a digital system an analog signal or function \( f(t) \) is represented by a finite number of values; \( N \) samples taken at times \( t_n \) in a vector of the form 
\[
f(t) = \vec{f} = (f(t_1), f(t_2), \ldots, f(t_N)) \in \mathbb{R}^N.
\] This vector \( \vec{f} \) is obtained through a sampling process \( \vec{f} = \Phi f \) where \( \Phi \) describes the specific sampling operation. It is of course desired to design this sampling process be reversible where \( f(t) \leftrightarrow \vec{f} \) such that the finite set of samples contains enough information to completely represent and reconstruct the original function. As is intuitive, the lower limit of samples needed to accurately
reconstruct the signal is dependent on the signal information content, and also the
sampling method $\Phi$ [50]. For a bandlimited signal sampled at a fixed rate for example,
Shannon’s theorem perfect reconstruction by cardinal series expansion [40].

In a typical sampling-reconstruction framework, it is assumed that the continuous
signal can be represented by the sum of basis functions which have been shifted and
weighted according to the sample values. Correctly choosing the basis functions enables
the signal value $f(t)$ to be computed for any time $t$ from the set of samples $\vec{f}$, referred to
as *interpolation*. To reconstruct a signal acquired at a fixed rate this is expressed
mathematically where $N$ is the number of samples and $n$ is sample number where
$\forall n \in Z^N$ as:

$$f(t) = \sum_{n=-\infty}^{\infty} f(nT) \varphi(t - nT) = \sum_{n=-\infty}^{\infty} f[n]h_s(t - nT)$$ (4.1)

In a generalized sense, this can represent any reconstruction in a shift invariant
space $V_{\varphi} = \text{Span} \{ \varphi(t - k) \}_{k \in Z}$, where $V_{\varphi}$ designates the space of functions that can
be represented by a linear combination of shifted and scaled basis functions $\varphi$. For the
case of fixed rate sampling, it is proven from Shannon’s theorem [40] that for
bandlimited signals this equation can reconstruct the entire continuous signal where $T$ is
the sampling period and $h_s(x)$ is a Sinc function given by:

$$h_s(x) = \text{sinc} \left( \frac{\pi x}{T} \right) = \frac{\sin \left( \frac{\pi x}{T} \right)}{\frac{\pi x}{T}}$$ (4.2)

It is notable that this procedure which is also referred to as a cardinal series expansion
is equivalent to an up-sampling of $f[n]$ followed by a low pass filtering using the ideal
lowpass filter specified in Eq. (4.2). In either explanation, each interpolated point is merely the sum of Sinc functions, each one shifted and scaled to each sampling time and sample amplitude.

However, in practice this method of interpolation is not able to be implemented due to the finite length of $f[n]$ and infinite support of the Sinc function. Thus, an approximation is developed by truncating filter $h_s$ to be of finite length. However, by simply truncating the ideal lowpass filter; applying a rectangular window function, a ripple effect occurs which is known as Gibbs phenomenon [56]. In this phenomenon which can be seen in Figure 4.3, ripple occurs near the cutoff frequency and there is poor stop-band attenuation, even with a relatively high filter length. This cause unwanted artifacts in the interpolation, inducing large errors. The response and interpolation can be improved by applying a fixed window function around the Sinc function by $\tilde{h}_s[n] = h_s[n] \cdot w[n]$, where $h_s[n]$ is the discrete form of the filter in Eq. (4.2) and $w[n]$ is the fixed window function. This process is referred to as apodization. Figure 4.3 shows some common window functions (left) as well as their effect on the frequency response of the truncated Sinc function (right).
Figure 4.3. Common window functions (left) and their effect on frequency response of a truncated Sinc function, for support N=41 (right)

As seen in Figure 4.3 (right), application of the window function significantly improves the frequency response of the truncated Sinc function, therefore giving a better interpolation. In most cases, this is still sub-optimal due to the long decay and infinite support of the Sinc filter. The long decay leads to ‘ringing’ artifacts when the filter is truncated to short length, usually leading to the requirement of a large window size and subsequent filter length. This induces heavy computational load and still has limited performance. As an alternative, extensive research has been directed towards developing interpolation techniques with a better ‘bang for their buck’. This means finding the most accurate interpolation, with the smallest possible basis support which directly affects computational complexity, and exploiting the tradeoff between these two.

To accomplish this, it is desirable to expand the selection of basis functions in searching for those with the coveted properties. It makes sense that the error at the
sampling values should be zero in the reconstructed signal, i.e. the interpolation constraint be imposed, however the classical formulation in Eq. (4.1) requires that $\varphi$ be an interpolant, meaning $\varphi(0) = 1$ and $\varphi(nT) = 0, \forall n \neq 0$. The Sinc function in Eq. (4.2) exhibits this property, but the selection of other basis functions is very limited under this constraint. To get around this, generalized interpolation [63] extends the class of possible basis functions $\varphi$ to those which are may be non-interpolating, while retaining the desired interpolation constraint in the signal reconstruction. This is accomplished by reformulating Eq. (4.1):

$$f(x) = \sum_{n=-\infty}^{\infty} d_n \varphi\left(\frac{x}{T} - n\right) \tag{4.3}$$

The evaluation of this equation requires an additional step, because the samples $f_n$ have been replaced by coefficients $d_n$, thus the coefficients $d_n$ must be determined first. Now, there is freedom to choose $\varphi$ to be non-interpolating and to enforce the interpolation constraint when calculating coefficients $d_n$. To determine the coefficients $d_n$, the samples taken $f_n$ are simply substituted into the left side of Eq. (4.3) with the selected basis function $\varphi$ on the right and sampling times $x$. Now, the coefficients $d_n$ can be found by solving the system of linear equations, which can be represented in matrix form as $f = \varphi d$, where $\varphi$ is a square matrix with basis functions $\varphi$ along the diagonal, forming a band-diagonal matrix. The coefficients can be obtained by solving the inverse problem $d = \varphi^{-1} f$. Efficient techniques have been developed to perform this specific matrix inversion with basis functions $\varphi$ forming a band-diagonal matrix [64].
Recently, [65] has proposed an alternative to matrix inversion by realizing that this procedure leveraging Eq. (4.3) is merely a convolution \( f_n = \sum_{n=-\infty}^{\infty} d_n \varphi(t-n) \), which can be written \( f_n = (d_n \ast \varphi)_n \). Subsequently, the convolution inverse \( \varphi^{-1} \) is leveraged to obtain the coefficients \( d_n = ((\varphi)^{-1} \ast f)_n \), which is implementable through discrete filtering. The z-transform of such a filter is takes the form [63]:

\[
\Phi^{-1}(z) = \frac{1}{(\varphi_0 + \sum_{n \in N} \varphi_k (z^k + z^{-k}))} \propto z^m \prod_{i=1}^{m} (z - z_i)^{-1} (z - z_i^{-1})^{-1} \quad (4.4)
\]

Following the determination of all coefficients \( d_n \) which enforce interpolation of the samples \( f_n \), they are substituted back into Eq. (4.3) which can now be evaluated for any point \( f(x) \). This is the procedure of generalized interpolation. A powerful result of this formulation is the equivalent interpolant of the non-interpolating basis function; an infinite support interpolating basis function can be handled by a non-interpolating, finite support one [63]. This is evident by substituting the equation for the coefficients back into Eq. (4.3), resulting in [63]:

\[
f(x) = (\varphi)^{-1} \ast f \ast \varphi = \varphi_{int} \ast f
\]

\[
\varphi_{int} = (\varphi)^{-1} \ast \varphi \quad (4.5)
\]

Thus, the operation performed by the finite length basis function is equivalent to an interpolating, infinite counterpart. This relation asserts some interesting properties which testify to the higher performance of kernels in comparison to the sinc kernel, namely that in the case of cardinal splines such as B-splines the equivalent interpolant can be shown to converge to a sinc function as the order increases [68].
4.2 Choice of Basis Function

Proper selection of the basis function has the most critical effect on the performance of the interpolation, in terms of both the reconstruction error and the computational cost. Although directly interpolating functions which are ‘close’ to the Sinc function would seem to be the best choice, the desirable constraint of small support is too restrictive to allow the desired performance [68]. Also, ‘close’ is not specific, either quantitatively or qualitatively.

Through the generalized interpolation formulation, it is assumed that the interpolator itself can be represented as a sum of scaled and shifted versions of some finite, not necessarily interpolating basis functions. This sum is referred to as an equivalent interpolator. Using the generalized form will result in very high approximation order with smallest possible basis support.

With this newly found freedom revealed by a generalized formulation, there exists an opportunity for designing new basis functions. Currently, the best known interpolation techniques leverage polynomial splines, in particular B-splines and Maximum Order of Minimal Support (MOMS) interpolation [67][68]. B-splines have a plethora of interesting properties; one which is especially useful here is that they provide maximal order of approximation for a given support [63]. The family of B-splines, each of order \( n \) and function \( \beta^n \) is given by [63]:

\[
\beta^n(x) = \sum_{k=0}^{n+1} \frac{(-1)^k(n+1)}{(n+1-k)!k!} \left( \frac{n+1}{2} + x - k \right)_+^n
\]  

(4.6)
These are the centered B-spline functions, where \((x)_+^n\) is the one sided power function defined as \((x)_+^n = \max(0, x)^n\) [63]. The width or support of the basis function of degree \(n\) is \(n+1\), and the first 4 degree B-spline functions are shown in Figure 4.4. The first two degrees are extremely simple computationally; degree 0 corresponding to the ‘nearest neighbor’, and degree 1 to ‘linear’ interpolations. However the price is paid in terms of poor reconstruction quality. As degree increases, the B-spline curve converges to a Gaussian curve, and its equivalent interpolant to a Sinc function. For degrees greater than 1 the B-spline basis functions are non-interpolating as seen in Figure 4.4, meaning they must be used with the generalized interpolation in Eq. (4.3) to enforce the interpolation constraint. This provides much better performance than using a windowed sinc through apodization [63].

![B-Spline Basis functions of Degree 0-3](image)

**Figure 4.4.** First 4 B-Spline Basis functions, degree 0-3

Further improving performance, MOMS, or Maximum Order Minimal Support kernels have been developed to be used in the same generalized interpolation implementation structure. These kernels minimize the support needed to attain a given
order of approximation $L$, and are the set of functions which are the sum of B-splines and their derivatives [68]:

$$
\varphi(x) = \sum_{n=0}^{L-1} \lambda_n \frac{d^n}{dx^n} B^{L-1}(x - a)
$$

Construction of these functions is investigated in [68], which presents optimal maximal order with minimal support functions (O-MOMS) and also a formulation which is directly interpolating (I-MOMS). As discussed previously, directly interpolating kernels are restrictive and sub-optimal; it is advantageous to instead use a non-interpolating kernel in the generalized interpolation formulation.

4.3 Reconstruction from the Adaptively Sampled Signals

Let us now investigate the unique reconstruction problem which results from sampling a signal adaptively using the previously formulated adaptive sampling scheme. First, recall that the sampling scheme consists of recurrent bursts of high rate sampling each followed by intervals of adjusted rate sampling. The adjusted sampling rate used in these intervals is calculated according to the frequency content which is identified through the presented analysis. Therefore, we will assume that at all times, in both the high and adjusted rate sampling intervals that the signal is nearly bandlimited to a frequency below half the sampling rate. An example sampling rate curve is shown in Figure 4.5, which illustrates the resultant sample spacing.
As depicted in the figure, the sampling rate is changing, but is constant for short periods of time. Being that the signal has been sampled according to the instantaneous frequency content, the signal content is preserved and the signal can be up-sampled back to be of one uniform sampling rate. However, how should this up-sampling, termed reconstruction, be accomplished? The sampling scheme supports reconstruction in a shift-invariant space as previously discussed, however the interpolation methods require a signal with fixed sampling rate to successfully perform reconstruction to a continuous signal.

In a sense, this specific case can be considered as non-uniform sampling. There are developed interpolation techniques for reconstruction of a signal from non-uniform samples, such as Lagrange or non-uniform B-spline interpolation, which are polynomial approximations. However, directly utilizing a non-uniform approach does not take advantage of the additional knowledge of frequency content which has been used in sampling the signal, and the reconstruction will not be precise. An alternative is to use
the interpolation kernels discussed in Section 4.2 to reconstruct the signal in a piecewise manner; to up-sample each section separately and then combine the results to yield one uniform signal. This is satisfactory when using kernels with small support, except for the distortion that occurs at the boundaries; at the beginning and end of the sample set the interpolated points may contain large error due to the lack of points on one side.

Recall that the reconstruction consists of summing scaled and shifted basis functions as shown in Figure 4.6. As visible in the figure, taking only the sample set with uniform rate will result in the lack of shifted basis functions to the left or right side. The error will affect a region within the support width of the basis function, which becomes significant when the high or adjusted rate intervals become smaller, and problematic in inducing noise every time the sampling rate changes. Unwanted artifacts and discontinuities will be at the boundaries, which are sampling rate change times in the final reconstructed signal.

In formulating a solution for this problem, consider the case shown in Figure 4.6 with one boundary, where the sampling rate changes from a high rate $R_H$ to a lower rate $R_L$.

There are $N$ samples in the second interval which need to be up-sampled to the same rate as in the first interval, $R_H$; this is the reconstruction. The samples are spaced at time intervals denoted by the ‘x’s, and the reconstruction is in a shift invariant space using some basis function $\phi$. The basis functions or their equivalent interpolants $\phi$ are shown scaled to the sample values. As discussed previously, if the samples to the left of the boundary are not available error will be induced. Examining the picture, the circles depict these needed samples, which are not directly available at these times because of
the change in sampling rate. However, these points are attainable by using the surrounding samples.

Figure 4.6. Signal reconstruction problem near boundary

Instead of taking the $N$ samples alone to perform the reconstruction, we take also the $M$ previous samples, where $M = [(s - 1)R_H/2R_L]$ for odd basis support $s$. Now, consider this set of samples as a vector $\mathbf{x}^T = (x(t_1), x(t_2), \ldots, x(t_L))$ which is of length $L = N + M$. The first step is to obtain a set of uniformly spaced samples, or coefficients sampled at the low rate $R_L$ from time $t_b$ to time $t_d$. By expanding Eq. (4.3), this can be accomplished by performing the interpolation in reverse. Expanding Eq. (4.3):
\[\begin{align*}
\phi(t_1) &= \phi[t - kT] \\
&\quad + \phi[t + 1] - (k + 1)T + \ldots + \phi[t + s - 1] - (k + s - 1)T, \\
&\quad k = \left[ \frac{-2b}{T} + \frac{t_1}{T} \right]
\end{align*}\]

\[\begin{align*}
x(t_2) &= \phi[t - lT] + \phi[t + 1] - (l + 1)T \\
&\quad + \ldots + \phi[t + s - 1] - (l + s - 1)T, \\
&\quad l = \left[ \frac{-2b}{T} + \frac{t_2}{T} \right]
\end{align*}\]

\[x(t_3) = \ldots \]

\[\ldots\]

Here, \(T = \frac{1}{R_L}\) and \(b = (s - 1)2R_L\). In matrix form, this yields:

\[
\begin{bmatrix}
x(t_1) \\
x(t_2) \\
x(t_3) \\
\vdots \\
x(t_L)
\end{bmatrix}_{L \times 1} = 
\begin{bmatrix}
- & - & - & - & - \\
- & - & - & - & - \\
- & - & - & - & - \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
- & - & - & - & - \\
\end{bmatrix}_{L \times m} 
\begin{bmatrix}
\hat{x}[0] \\
\hat{x}[1] \\
\vdots \\
\hat{x}[m]
\end{bmatrix}_{m \times 1}
\]

or \(x_{L \times 1} = \Phi_{L \times m} \hat{x}_{m \times 1}\)

The coefficients \(\hat{x}\) are evenly spaced from time \(t_b\) to \(t_d\) with sampling period \(1/R_L\), and the elements of matrix \(\Phi\) are values of \(\phi\) evaluated according to Eq. (4.3) and times at the corresponding row on the left hand side of the Eq. (4.9). Essentially, this means that the acquired samples are the result of a linear combination of scaled and shifted basis functions, which are governed by some coefficients on a fixed sampling grid. From the method through which the signal is sampled, it is known that \(L > m\) and also that the maximal gap between any two samples is \(1/R_L\). Therefore, Eq. 4.9 is simply an over-determined system of linear equations which is solvable through a matrix inversion \(\hat{x} = \)
$\Phi^{-1}x$. Since the matrix is not square, a pseudo-inverse can be implemented, or sampling points can be removed to make the matrix square since the system is over-determined.

This approach fits directly into the generalized sampling formulation of Eq. (4.3), where the coefficients $\tilde{\Phi}$ are substituted as $d_n$’s. Now, the interpolation is performed using Eq. (4.3) with the coefficients and basis function as inputs, giving the signal up-sampled to a uniform sampling rate of $R_H$. The result is combined with original samples between $t_a$ and $t_b$ to yield the complete signal sampled at one uniform, high sampling rate $R_H$ to complete the reconstruction. Using the generalized reconstruction formulation, the selection of basis functions $\varphi$ for this procedure is extended to the higher performance non-interpolating ones such as B-splines or O-MOMS as discussed. Also, implementing the case depicted in Figure 4.6 to the adaptively sampled signal requires addressing two boundaries; the sampling rate change on the right back to a higher sampling rate. This is done by simply taking an additional $M$ samples on the right side of the sample sequence and performing the procedure in the same way.

4.4 Performance Demonstration and Comparison

An analytical test signal made up of several harmonic components is sampled using changing sampling rate, which varies in a way that represents the behavior of the adaptive sampling algorithm. The test signal is shown in Figure 4.7 (Top) with the sampling points. As seen in the figure, there is first an area with dense concentration of samples, signifying high rate sampling as verified in Figure 4.7 (Bottom) in the sampling rate curve. Then, there is an interval of lower rate sampling, and this process repeats.
From the samples, it is desired to up-sample the signal to be of one uniform rate. The first method investigated is a piecewise interpolation, where each section of uniformly sampled signal is up-sampled separately, using a sinc kernel given by Eq. (4.2), then combined to yield one uniform signal. The result is displayed in Figure 4.8. From an initial glance at Figure 4.8 (Top), the two signals seem indistinguishable. However, zooming in on the boundary area or examining the reconstruction error in Figure 4.8 (Bottom) reveals significant error. Far away from the boundaries and during the high rate sampling areas the error is very low, but increases drastically as approaching the boundaries. For this signal, the overall reconstruction error yields a root mean square error (RMSE) of 2.96e-4.
The new method presented in Section 4.3 addresses this issue at the boundaries and improves error by using a generalized interpolation approach. The results from this interpolation are given in Figure 4.9, using a B-Spline basis function of degree 15.

Figure 4.8. Signal reconstruction using piecewise Sinc interpolation

Figure 4.9. Signal reconstruction using new method
Using the new method, the issues at the boundaries are almost nonexistent and RMSE improved to 2.14e-6; about 2 orders of magnitude. This is due to the fact that using the new method, an additional $M$ samples are able to be used at each boundary, as discussed in Section 3.4. To better see the difference at the boundaries, both reconstruction techniques are displayed in Figure 4.10 against the original signal; zoomed in at the sampling rate change times. Since the piecewise Sinc reconstruction is only able to use the samples acquired at a uniform rate, there is a hard boundary where the sampling rate changes, which subsequently leads to the visible Sinc response at this time as seen in Figure 4.10. Alternatively, since the new method first generates a set of coefficients beyond these boundaries, and the smaller support basis functions can be used, the reconstruction near the boundary is almost exact.

![Figure 4.10](image)

Figure 4.10. Zoomed-in view of the reconstruction techniques near sampling rate change boundaries
The new method is clearly advantageous over the piecewise Sinc reconstruction, both in terms of performance and computational complexity. For the Sinc reconstruction, maximal support is used; the convolution sum in Eq. (4.1) incorporates all samples in the interval in each summation. This is expensive computationally, and still does not give as good of performance. Alternatively the example leverages a B-Spline curve of degree 15. The smaller support of this basis function is only \( n+1 = 16 \), but gives remarkably better performance in the generalized interpolation. As discussed previously, this is due to the powerful result of the generalized interpolation formulation; using it, the response of an infinite support basis function can be achieved using only a small support, finite basis function.

For this test signal, the RMSE for this signal reconstruction using B-Spline basis functions of several different degrees is displayed in Table 4.1. Using a B-Spline of at least degree 2 in this formulation achieves substantial performance over the piecewise Sinc method. The improvement in reconstruction error with B-Spline order can be seen in Figure 4.11, which shows the signal reconstruction between 0.1s-1.0s using B-Spline basis functions of degree 0, 1, and 2. Degree of zero corresponds to nearest neighbor interpolation, which provides a very efficient but very poor interpolation. The error is seen to decrease with degree 1, corresponding to linear interpolation, and substantially with degree 2.
Table 4.1. Reconstruction error using B-Splines of different degree

<table>
<thead>
<tr>
<th>B-Spline Order</th>
<th>n=0</th>
<th>n=1</th>
<th>n=2</th>
<th>n=5</th>
<th>n=10</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>2.40e-3</td>
<td>6.25e-4</td>
<td>6.42e-5</td>
<td>6.57e-7</td>
<td>1.129e-6</td>
</tr>
</tbody>
</table>

4.5 Summary of Results

A new method has been presented to reconstruct signals which exhibit fixed sampling rates for short periods of time. This method which leverages generalized interpolation techniques enables signals acquired using the proposed adaptive sampling to be accurately reconstructed, or up-sampled, to one uniform rate. The method is compared against the traditional bandlimited, Sinc signal reconstruction formula, which can only be implemented in a piecewise manner in this case of adaptive sampling. The new method is shown to have several advantages over the piecewise reconstruction, namely the elimination of boundary effects, lower error and smaller basis support.
Figure 4.11. Reconstruction using new method, B-Splines of degree 0, 1, 2
CHAPTER 5

PERFORMANCE EVALUATION

Now that the adaptive sampling algorithm has been formulated, and a formulation has been presented to reconstruct signals acquired in this manner, the performance of the proposed adaptive sampling algorithm is evaluated for two separate cases. In the first case, synthetic vibration signals exhibiting milling chatter are subjected to adaptive sampling, where energy consumption is compared against the fixed rate sampling case. An energy model given in Section 1.2 is incorporated to calculate energy consumption of a commercially available sensor node performing the adaptive sampling. Secondly, a case of human physical activity monitoring is investigated, using a separate energy model for a wireless integrated measurement system.

In both cases, a custom error metric is needed in order to quantify the performance in terms of sampling rate adjustment. Root Mean Square Error (RMSE) and other standard indicators are effective in quantifying error in signal reconstruction, because they indicate the time domain difference between the original and new signals. However, quantifying performance of sampling rate adjustment is not as straightforward. This is because the signal contains some noise, which does not necessarily need to be included in the final signal for the sampling to be successful. By lowering the sampling rate when only desired low frequency components are present, some high frequency noise will be absent in the final signal because the bandwidth has essentially been cut in this area. This is fine since the desired signal is preserved, but the signal sampled at a higher rate can look
different in time domain; the noise filtering can cause a time domain discrepancy even when the desired signal is preserved.

Therefore, a custom method has been formulated to extract the desirable signal in time-frequency domain from the original signal, and generate a curve which specifies the minimal required sampling rate as a function of time. The sampling rates selected by the adaptive sampling algorithm are compared against this minimal curve, and the error metric is calculated, which specifies the percentage of time which the sampling rate selection has been sufficient.

5.1 Error Metric Formulation

The first step in obtaining the error value is to extract the desirable information from the original signal and determine what sampling rates are needed as a function of time. It can be thought of as extracting the ‘instantaneous’ frequency content, and calculating a sampling rate curve based on this; the rate needed at any time is dependent on the signal frequency content at that time. The desired time-frequency content is identified with the aid of a continuous wavelet transform (CWT). In this transform, a wavelet is scaled to different widths and convolved with the signal. The wavelet acts as a bandpass filter, where the center frequency is dependent on the scaling of the wavelet. The result is an intensity map with scale on the y-axis and shift parameter on the x-axis. Mathematically, the CWT is represented for scale \( a_j \) and shift \( b_k \) values [69]:

\[
X_{WT}(b_k, a_j) = a_j^{-1/2} \int_{-\infty}^{\infty} x(t) \Psi^* \left( \frac{t - k}{a_j} \right) dt
\] (5.1)

Here, \( X_{WT} \) the are the resultant wavelet coefficients, \( x(t) \) is the signal, and \( \Psi \) is the wavelet function. In this standard formulation, the actual shifting governed by \( k \) will be
different at different scales. It is desired that the transform be evaluated on an even sampling grid by using only parameter $k$, i.e. evaluated at the same times for all scales. This is for use with the test signal which is originally sampled at a high, uniform rate, which requires the substitution:

$$a_j = a_0^j b_k = k b_0 a_0^j$$  \hspace{1cm} (5.2)

Variable $a_0$ defines the base scale, whose value affects the center frequency of the wavelet with respect to scales chosen $a_j$. Shift and initial shift $b_k$ and $b_0$ are similarly related. In computing the CWT, evaluation on an even sampling grid is now achieved by simple iterations through $a_j$ and $b_k$. Through the substitution, the transform is now defined as:

$$X_{WT}(b_k, a_j) = a_0^{-j/2} \int_{-\infty}^{\infty} x(t) \Psi^*(a_0^{-j} t - k b_0) dt$$  \hspace{1cm} (5.3)

We will use the complex Morlet wavelet for its tight bandwidth, useful in isolating frequency components. If there are certain signal features that are desired to be preserved, entropy based techniques can be applied to select a wavelet that will best detect their presence. Knowledge of the wavelet’s center frequency and scaling allows frequency components to be identified, and subsequently sampling rate calculated. First, recall the complex Morlet wavelet [69]:

$$\Psi(y) = \frac{1}{\sqrt{\pi f_b}} e^{2 j \pi f_c y} e^{-\frac{1}{2 f_b} y^2}$$  \hspace{1cm} (5.4)

Here, $f_c$ is the wavelet center frequency and $f_b$ is the bandwidth parameter commonly selected as 2. In the example analysis, the bandwidth parameter is increased to 10 to increase resolution in frequency domain. Essentially, this widens the window function
around the sinusoidal terms, narrowing the bandwidth of the resultant wavelet function. The frequency centered in this bandwidth is referred to as the center frequency. Since the wavelet will be scaled in the transform, the center frequency will change. The new center frequency will be referred to as the prominent frequency. We must know this change in order to correlate findings in the wavelet coefficients to frequency, and from viewing Eq. (5.1) it is evident that scale and frequency are inversely related. In an exact relation, from Eqns. (5.3) and (5.4) it is evident that the prominent frequency at scale \( a_j \), which is \( F_c \), wavelet center frequency \( f_c \) and base scale \( a_0 \) are related through:

\[
F_c = f_c a_0^{-j}
\]  
(5.5)

After some manipulation, prominent frequency at scale \( a_j \) can be related to the wavelet center frequency, scale and original fixed sampling rate of the test signal \( SR_t \):

\[
F_c = \frac{f_c}{a_j} SR_t
\]  
(5.6)

At all times, the minimal sampling rate is determined by the maximum frequency present in the signal, which corresponds to the minimal scale. To find the minimal scale which is present at all times, the energy content of each wavelet coefficient from \( X_{WT} \) in Eq. (5.3) is investigated, which is determined by:

\[
E(X_{WT}(b_k, a_j)) = \|X_{WT}(b_k, a_j)\|
\]  
(5.7)

Using a threshold \( \delta \), the prominent wavelet coefficients are extracted by setting all coefficients with energy below the threshold to zero, representing the desired signal content. It is desired to find the highest frequency components at each time of evaluation \( b_k \), which requires us to look at the energy content in each scale at that value \( b_k \). Recall that the prominent frequencies \( F_c \) at each scale are inversely related to the scale value.
through Eq. (5.6). Therefore, we must find the minimal scale at each $b_k$ for which a coefficient above threshold $\delta$ exists. Choosing $b_0=1$, shift values $b_k$ correspond directly to times $t$. Now, a function of minimal scale at each time $t$, deemed $A_m(t)$, can be derived as:

$$A_m(t) = \text{minimize}(a_j) \text{subject to}: E(X_{WT}(t, a_j)) \geq \delta(a_j)$$

The minimal sampling rate requirement as a function of time $SR_{Req}(t)$ is then derived through the help of Eq. (5.6) which relates scale to prominent frequency. First, Eq. (5.5) is rewritten to yield:

$$j = \frac{\log_{10}(a_j)}{\log_{10}(a_0)}$$

$SR_{Req}$ is now presented by using Eq. (5.8) and $j$ from Eq. (5.9), adhering to Nyquist’s criterion:

$$SR_{Req}(t) = 2f_c a_0^{-j(t)}$$

The adaptive sampling rate guided by the algorithm $SR_{Alg}$ is compared against the required rate $SR_{Req}$ of Eq. (5.10) from the fixed-rate sampled signal $x(t)$. For all discrete times at which $SR_{Req}$ is evaluated, it is determined whether the required sampling rate is maintained, i.e. $SR_{Alg} \geq SR_{Req}$. The time this inequality is satisfied is $Co_{sat}$, and violated $Co_{vio}$. Percentage of time proper sampling rate was not maintained given by Eq. (5.11) multiplied by the compromised bandwidth serves as the error metric.

$$\%SR_{Er} = \frac{Co_{vio}}{Co_{vio} + Co_{sat}} \times 100$$
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This process of calculating sampling rate selection error and bandwidth loss is displayed using an example in Figure 5.1. Figure 5.1 (Top Left) shows the simple original signal which consists of a 2Hz signal with an enveloped 70Hz signal between 5 and 10 seconds. Figure 5.1 (Top Right) and (Middle Right) show the CWT before and after thresholding, and (Middle Left) displays the thresholded CWT which has been converted from scale to frequency on the y-axis using Eq. 5.6. (Bottom Left) shows the envelope over this frequency information multiplied by a constant 2, giving the minimal required sampling rate curve. This curve is copied into (Bottom Right) where it is compared against the sampling rates used by the adaptive sampling algorithm. The times where the used rate drops below the required rate signifies error. The area made by the crossing of the two curves for the whole process is calculated, indicating the amount of bandwidth that the signal occupies which was compromised. For this simple case, this compromise indicates 0.8% total loss. This method will be used in quantifying error in sampling rate adjustment for the test cases.
Figure 5.1. Example calculation of sampling rate selection error and bandwidth loss

Based on the algorithm description in Chapter 3, we can see that this error can be introduced due to two separate reasons. The first of which is error in sampling rate selection. This means that during an interval of high rate sampling and analysis, some desired signal content was not detected and the sampling rate was not high enough for the following low sampling interval \textit{LSRP}. This can be avoided by proper threshold setting to detect these components, introducing further statistical methods if necessary in high noise situations as an alternative to hard thresholding.
The second possible cause of error is due to the ‘one step behind’ nature of every adaptive sampling algorithm; we can only make decisions on future sampling rate usage based on the samples that have previously been acquired. In the proposed algorithm, the sampling rate is adjusted for some small amount of time in the LSRP, which is then quickly followed by another short burst of high rate sampling to re-analyze the signal for new frequency components. This allows for a net reduction in energy in samples taken and as a result, energy consumption. The net reduction results in extension of node lifetime.

However, this is at the cost of a known amount of latency in detecting newly emerging frequency components; the amount of time between the analyses, which is the length of the LSRP. This amount of time is either fixed due to user settings, or allowed to fluctuate based on signal activity using the previously discussed AIMD scheme, which still has known upper and lower bounds. The user must choose an acceptable latency for the target application, manipulating the tradeoff between detection latency and energy reduction.

Figure 5.2 displays this tradeoff for a commercially available system, operating in an example scenario with high rate of 5 kHz. Average SR specifies the average sampling rate used throughout the entire acquisition; which is specific to the input signal. On the second axis, ratio of $T_L$ to $T_H$ reflects the amount of time in adjusted sampling mode to in analysis mode. This is directly related to the latency; a higher ratio indicates more time is spent in adjusted sampling mode, i.e. the LSRP is longer and latency is higher. The tradeoff is easily noticed in this figure: Although the average required sampling rate may low, adaptive sampling cannot lead to energy savings if the ratio is low because there is
little time spent in adjusted rate sampling mode. However, the detection latency is minimal. Alternatively, if the low sampling interval can be extended and some latency allowed, energy savings in excess of 5x can be achieved. The tradeoff between latency and energy savings should be carefully evaluated for each case.

Figure 5.2. Energy/Latency tradeoff for commercially available node

5.2 Simulation Method Overview

Now that an error metric has been developed, the adaptive sampling algorithm is initially tested through simulation by adaptively sampling test signals and evaluating performance. The simulation mimics the real time sampling performed by a sensor node by taking consecutive ‘samples’ from an already acquired signal. Instead of the ADC taking a sample, the operation is replaced by interpolation; reconstructing the test signal and taking samples at requested points.

The proposed adaptive sampling algorithm is used to guide the sampling rate in resampling the signal, where all decisions are made causally. The simulation methodology is presented in Figure 5.2, which displays this first step of adaptively sampling the test signal. Based on the adaptively sampled signal and knowledge of sampling rate used as a function of time, energy consumption for a sensor node
performing this task is evaluated through the incorporation of a sensor node energy model. Error analysis is performed by the custom error metric describing how much of the used bandwidth occupied by the signal was compromised due to inadequate sampling rate adjustment. Figure 5.3 gives a visual idea of this process.

![Illustrated Simulation Method](image)

Figure 5.3. Illustrated Simulation Method

### 5.3 Adaptive sampling of real signals

The adaptive sampling algorithm has been evaluated in simulation for two separate scenarios. Synthetic signals modeled after a milling process exhibiting chatter are used as input [70], as well as experimentally acquired human physical activity monitoring data [71]. The frequency-varying nature of these signals makes them ideal candidates for adaptive sampling. Filter coefficients tabulated in [72] are the Quadrature Mirror Filters used for the sampling rate selection mechanism, and are of length 16.

#### 5.3.1 Case 1: Milling Chatter

Synthetic signals modeled after milling processes exhibiting chatter were used to test the algorithm, simulating stochastic emergence of unwanted high frequency vibrations.
Tool chatter in machining processes is an unpredictable occurrence causing damage to the work piece and tool, continuing to be a topic of research. The regenerative effect has become a widely accepted explanation for chatter, but more advanced analytical modeling has led to the identification of other instability behavior [73]. Monitoring of these processes for purpose of instability identification, vibration detection or vibration damping is still crucial, attracting the development of wireless monitoring systems. Recently, a wireless tool tip vibration sensor was developed for milling which is capable of transmitting data via Bluetooth to a computer [70]. With the implementation of wireless systems in such a high data rate application, the node’s limited energy source quickly becomes a limitation and inconvenience. However, the frequency-varying nature of milling vibrations and need for increased energy efficiency makes it an ideal candidate for adaptive sampling.

Since analytical modeling of the milling process is not the focus of this work, synthetic signals are modeled after those seen by a wireless tool tip sensor [70]. Each signal is constructed by summing three separate components, resulting in a signal containing a single chatter event.

\[ y(t) = y_1(t) + y_2(t) + y_3(t) \]  
\[ \text{(5.12)} \]

The first component consists of the spindle and tooth pass frequencies, along with their first harmonic.

\[ y_1(t) = \sum_{i=1}^{4} A_1(i) \cdot \sin[2\pi \cdot f_1(i)] \]  
\[ \text{(5.13)} \]
The second component includes the dominant components emerging with chatter, which rise exponentially until maximum vibration is reached.

\[
y_2(t) = \sum_{i=1}^{3} A_2(t) \cdot \Theta(t - t_{start}) \cdot \sin[2\pi f_2(i) \cdot (t - t_{start}) + \theta(i)]
\]  

(5.14)

\[
A_2(t) = \begin{cases} 
\eta(i) \cdot e^{-\Lambda(t-t_{start})} & t < t_{start} + t_{rise} \\
D_1 & t \geq t_{start} + t_{rise}
\end{cases}
\]  

(5.15)

\[
\Theta(t - t_{start}) = \begin{cases} 
1 & 0 < t - t_{start} \leq t_{chat} \\
0 & \text{elsewhere}
\end{cases}
\]  

(5.16)

Here, \(t_{rise}\) denotes the time from chatter emergence to full vibration, \(t_{start}\) represents when the vibration begins, \(t_{chat}\) defines how long the entire chatter event lasts, \(f\) is each vibration frequency, \(\eta\) is the initial chatter amplitude and \(\theta\) is phase lag. Finally, the third term is made up of harmonics from the chatter vibration.

\[
y_3(t) = \sum_{j=1}^{3} A_3(i) \cdot \Theta(t - t_{start} - t_{rise}) \cdot \sin[2\pi \cdot f_1(i)]
\]  

(5.17)

\[
\Theta(t - t_{start} - t_{rise}) = \begin{cases} 
1 & 0 < t - t_{start} \leq t_{start} + t_{chat} \\
0 & \text{elsewhere}
\end{cases}
\]  

(5.18)

Similarly, \(\Theta(t - t_{start} - t_{rise})\) causes the chatter harmonics to emerge only once the main chatter mode has reached maximum vibration. The frequency and amplitude parameters used for signal construction are presented in Table 5.1. Each test signal contains a single chatter event with random length, rise time, and event length. Noise is added to the signal at signal to noise ratios of 20, 10, and 0 dB.

\[
S(t) = y(t) + e(t)
\]  

(25)
Table 5.1. Test Signal Constants

<table>
<thead>
<tr>
<th></th>
<th>$i = 1$</th>
<th>$i = 2$</th>
<th>$i = 3$</th>
<th>$i = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>63.7 Hz</td>
<td>127.30 Hz</td>
<td>190.9 Hz</td>
<td>254.0 Hz</td>
</tr>
<tr>
<td>$f_2$</td>
<td>560.0 Hz</td>
<td>900.0 Hz</td>
<td>960.0 Hz</td>
<td>-</td>
</tr>
<tr>
<td>$f_3$</td>
<td>2580 Hz</td>
<td>2700.0 Hz</td>
<td>2980.0 Hz</td>
<td>-</td>
</tr>
<tr>
<td>$A_1$</td>
<td>$6.5 \times 10^{-2}$</td>
<td>$3.5 \times 10^{-2}$</td>
<td>$8.0 \times 10^{-3}$</td>
<td>$2.5 \times 10^{-2}$</td>
</tr>
<tr>
<td>$A_3$</td>
<td>$1.2 \times 10^{-2}$</td>
<td>$9.0 \times 10^{-3}$</td>
<td>$1.1 \times 10^{-2}$</td>
<td>-</td>
</tr>
<tr>
<td>$D_1$</td>
<td>$8.0 \times 10^{-2}$</td>
<td>$1.8 \times 10^{-2}$</td>
<td>$5.0 \times 10^{-3}$</td>
<td>-</td>
</tr>
<tr>
<td>$\eta$</td>
<td>$1.0 \times 10^{-2}$</td>
<td>$1.0 \times 10^{-1}$</td>
<td>$8.0 \times 10^{-3}$</td>
<td>-</td>
</tr>
</tbody>
</table>

The signals which would have been sampled at a fixed rate of 8 kHz are sampled adaptively using rates causally determined by the proposed adaptive sampling algorithm. Once complete, the sampling rate used by the algorithm is compared against the ideal case as specified in Section 5.2, which gives an error value. Energy consumption during adaptive sampling is continuously calculated using Eqns (1.1-1.3) and summed to give total energy consumption. The hardware constants for the processor and transceiver are from the Intel Xscale PXA271[74], and those of the A/D converter are of a Maxim converter defined for multiple sampling rates [18]. The hardware constants used in the simulations are tabulated in Table 5.2.

In order to achieve a realistic simulation, delay induced by processing time is included in sub-interval length $T_H$. Estimated computation time is estimated using Eq. (3.13) and processor speed given in Table 5.2. Here the data set analyzed in each interval $T_H$ is taken to be 256 data points. From Eq. (3.13), the processor at 13 MHz will complete the task in an estimated 0.2 ms. Since the sampling rate during this interval is 8 kHz, the task is completed within the time 2 samples are taken, requiring 258 total data points in $T_H$. 
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### Table 5.2 Hardware Constants.

<table>
<thead>
<tr>
<th>Constant</th>
<th>Value</th>
<th>Constant</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma$</td>
<td>$1.5 \times 10^{-6} , nF$</td>
<td>$F$</td>
<td>$67 \times 10^{-12} , J/\text{sym/m}^2$</td>
</tr>
<tr>
<td>$f$</td>
<td>$13 , MHz$</td>
<td>$G$</td>
<td>$10^{-9}$</td>
</tr>
<tr>
<td>$k$</td>
<td>$870 \times 10^{6} , MHz/V$</td>
<td>$r$</td>
<td>$50 , m$</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>$0.83 , V$</td>
<td>$C_1$</td>
<td>$0.0027$</td>
</tr>
<tr>
<td>$B$</td>
<td>$16 , \text{bits/sample}$</td>
<td>$C_2$</td>
<td>$0.2572$</td>
</tr>
<tr>
<td>$b$</td>
<td>$6$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

An adaptively sampled signal is illustrated in Figure 5.4, along with the original signal and corresponding spectrograms. In the right hand figures, the adjusted sampling rate is plotted in red color. Comparing spectrograms of the reconstructed and original signal, it is clear that adaptive sampling has performed successfully in that the desired signal components are preserved. The spikes in the sampling rate indicate the execution of high rate sampling, analysis, and sampling rate adjustment. The time $LSRD$ between analyses is also adjusted through the AIMD algorithm as seen by difference in time between spikes.

![Figure 5.4. Adaptive sampling of a milling chatter signal](image)

Higher Frequencies Detected, Sampling Rate Raised

Noise-Immersed Components Detected
When high frequency events occur, the algorithm successfully detected them and the sampling rate and \( LSRP \) length \( T_L \) were adjusted accordingly. This is best observed by examining the sampling rate plot. Before the chatter event occurred, the high sampling rate periods (\( HSRP \)) were followed by relatively long low sampling rate periods (\( LSRP \)), with low sampling rates (0 to 1500 Hz). Once the chatter event started it was detected by the algorithm. This led to an increase in the adjusted sampling rate (7000 to 8000 Hz). Furthermore, the duration of the \( LSRP \) periods \( T_L \) was shortened according to the AIMD protocol. Once the chatter event has completed, the sampling conditions are again relaxed. As a result, a 68.4% decrease in energy consumption is achieved with only a 1.3% error in sampling rate adjustment according to the error metric described in Section 5.1. For three separate test signals with random chatter events, noise is added at SNR levels of 0, 10, and 20dB. Results indicate 47.8%-75.6% energy savings for the system using this signal set.

5.3.2 Case 2: Physical Activity Monitoring System

Physical activity (PA) monitoring applications can also benefit from adaptive sampling in terms of reduced power consumption of the monitoring devices. Wearable, wireless integrated measurement systems (IMSs) are desired to measure physical activity of human subjects using various sensors, since they are least restrictive. Such a system was designed [71] which acquired data from three tri-axial accelerometers, two displacement sensors and an ultraviolet photodiode. To conserve energy, an adaptive scheduling technique switches components into sleep mode between samples, drawing less current in comparison to active mode. This technique led to tremendous power savings, which can be amplified with the introduction of adaptive sampling. By lowering
average sampling rate, components are allowed to remain in sleep mode longer. To quantify energy savings, a separate energy model based on the sleep/active mode energy consumption and times spent in each [71] is used.

A set of 9 signals acquired during an activity session for a human test subject [71] are used. For the system, a fixed sampling rate of 30Hz is normally used on all 9 channels of data acquisition. The subject performs various activities. Some unknown activity is recorded (0-86 sec), followed by computer work (86-505 sec), jogging at 3mph (505-923 sec) at 0% grade, then at 5% grade (923-1341 seconds). This is seen in the signals displayed in Fig. 5.5, which are the y-axis of waist accelerometer and abdomen piezoelectric respiration sensor. Spectrograms reveal the frequency changes with time, which are taken advantage of by adaptive sampling.

![Figure 5.5. Physical Activity Signals and Adaptive Sampling Rate](image)

As with the milling chatter event, the sampling rate is successfully varied with maximum signal frequency content. The adaptive sampling was performed on all 9
signals and results displayed in Table 5.3. From Figure 5.5 and Table 2 it is evident that the amount of data can be significantly reduced based on the changing bandwidth requirements of the sensors. For the UV sensor, a reduction of 72% was seen in comparison to the 30Hz fixed sampling rate; the high frequency part is mainly noise, allowing the sampling rate reduction. Reduction in accelerometer data is large during activities requiring lower bandwidth, seen when the subject was performing computer work or jogging at certain grades. Adaptive sampling enabled net data reduction of 33.9% for the entire acquisition event, translating to a predicted 22.7% energy savings for the integrated measurement system. This reduction is due to decreased hardware activity, and translates to a reduction in power consumption of the system from 22.6mW to 17.5mW.

Table 5.3. Adaptive Sampling for Physical Activity Monitoring

<table>
<thead>
<tr>
<th>Measurement</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>XYZ Waist Accelerometer</td>
<td>0.25%</td>
<td>0.51%</td>
<td>0.52%</td>
<td>3.9%</td>
<td>4.3%</td>
<td>6.6%</td>
<td>3.4%</td>
<td>4.23%</td>
<td>1.6%</td>
</tr>
<tr>
<td>Upper Rib Abdomen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XYZ Wrist Accelerometer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UV Sensor</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Percent Error</td>
<td>28%</td>
<td>27%</td>
<td>32%</td>
<td>33%</td>
<td>10%</td>
<td>37%</td>
<td>27%</td>
<td>40%</td>
<td>72%</td>
</tr>
<tr>
<td>Data Reduction</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy Savings</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>22.74%</td>
</tr>
</tbody>
</table>
IMPLEMENTATION AND PERFORMANCE VERIFICATION

To demonstrate the usability and effectiveness of the proposed adaptive sampling algorithm, its implementation on two separate systems has been investigated. The challenges involved in implementation are investigated and solutions are verified. Although the algorithm structure is relatively simple, incorporating the algorithm and its components into an embedded system to guide sampling rate in real time presents some challenges. Namely, how to design the firmware to implement the scheme, as well as designing a custom filtering structure to efficiently compute the sampling rate selection portion of the algorithm.

The first system serves as a proof of concept, demonstrating successful performance on a system based around an 8-bit MCU and Bluetooth transceiver. Through the implementation of the adaptive sampling algorithm, the node is able to automatically adjust sampling rate according to the input signal, subsequently reducing energy expenditure. The second system demonstrates a more powerful implementation built around a DSP core, leveraging Zigbee communications. The Zigbee transceiver is much more efficient and is more flexible in terms of configuration, allowing further reduction of energy consumption through algorithm implementation. The increased computational power allows for more levels of decomposition in sampling rate selection portion, and higher sampling rates can be achieved. Additionally, a filtering structure has been designed for the DSP core to enable continuous sampling rate computation.
6.1 MCU implementation with Bluetooth Data Transmission

A Bluetooth based wireless sensor node platform has been designed and prototyped to experimentally investigate the feasibility and performance of the developed adaptive sampling algorithm. The wireless sensor node platform is based on the Freescale 8-bit microcontroller evaluation board (MC9S08LC60) that is serially interfaced to a generic Class 2 Bluetooth module. The A/D converter onboard the microcontroller samples the target signal and transmits it, via the Bluetooth transmitter to a laptop computer. The schematic and circuits of the experimental setup are illustrated in Figure 6.1.

Figure 6.1. Experimental setup 1 for adaptive sampling algorithm evaluation

6.1.1 Firmware Organization

The program structure for implementing the adaptive sampling algorithm on the wireless sensor node is illustrated by means of pseudo-code in Figure 6.2. The ADC sampling is performed within an interrupt routine and the main program performs the sampling rate selection calculations and AIMD.

At system initialization, the signal is sampled at the high sampling rate $SR_{High}$. When enough points have been acquired, the analysis as previously described is performed in
the main program to select the sampling rate. As soon as the calculations are complete, the low sampling rate period \( LSRP \) begins, after which the new sampling rate \( SR_{adj} \) is used for duration \( T_L \). Data is transmitted after each sample is taken in both periods. It should be noted that at the end of each high sampling rate period \( HSRP \) the new sampling rate \( SR_{adj} \) is transmitted via the Bluetooth to the laptop. This information is necessary for correct reconstruction of the signal on the receiver side.

Figure 6.2. Implementation of the adaptive sampling scheme described by C Pseudocode

### 6.1.2 Adaptive sampling on the Wireless Sensor Node

Three capabilities have been demonstrated experimentally, namely: 1) Lower sampling rates lead to a decrease in overall power consumption, 2) The proposed algorithm running on a WSN can identify the correct sampling rates for a target signal, and 3) The node is
capable of dynamically adjusting the sampling rates in a way that allows for reliable signal reconstruction.

The first issue has been addressed by measuring the net power consumption of the sensor node operating at different sampling rates. The results are illustrated in Figure 6.3, showing about a 90% difference in net node power consumption for different sampling rates between 10 Hz and 8 kHz; baseline power consumption excluded. The baseline power consumption is relatively large, which can be improved by selecting more efficient hardware and leveraging sleep modes. This is shown in the second system.

<table>
<thead>
<tr>
<th>Device, Status</th>
<th>Power Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demo Board on, BlueTooth off</td>
<td>439mW</td>
</tr>
<tr>
<td>Demo Board on, BlueTooth on</td>
<td>792mW</td>
</tr>
</tbody>
</table>

Figure 6.3. System baseline power consumption (Left), Energy savings by lowering sampling rate (Right)

As discussed previously, the sampling rate selection algorithm processes the high pass side first, while traversing the wavelet packet tree. If the coefficient values in the high pass side are zero, the algorithm proceeds by decomposing the low pass band. As a result, it requires different amount of filtering operations to evaluate certain frequency bands in comparison to others. Thus detection of different frequencies involves different processing latencies. Figure 6.4 illustrates the results for measured processing latencies.
for the sampling rate selection algorithm to reach each frequency sub-band in the two levels (using a filter length of 4 and signal length of 16). For an input signal spread over the entire bandwidth, the wavelet decomposition takes 2.81 ms. In the worst case scenario, the analysis takes 4.59 ms. With 2 levels of decomposition the advantage of the selective decomposition over using a full wavelet packet transform is evident, as computing all bands and thresholding using a 2 level WPT is clocked at 7.8 ms.

Figure 6.4. Execution time measured for the SDA to end at each band for 2 levels of decomposition, length 4 filters, length 16 input.

The node’s ability to compute the adjusted sampling rate has been investigated. The sampling rate $SR_{High}$ is selected to be 333Hz. With this rate, the 4 frequency bins contain the bandpass regions 0-42Hz, 42-83Hz, 83-125Hz, and 125-166Hz. The adjusted sampling rates selected corresponding to these bins, as calculated are 83Hz, 166Hz, 250Hz and 333Hz. The function generator is used to generate sine waves, and these test signals are fed to the ADC of the sensor node as illustrated in Figure 6.1. The sensor node adaptively samples these signals and transmits them to the laptop. The received data is analyzed to see if the sensor node chose the correct frequency bin and corresponding sampling rate.
Figure 6.5 presents the results for the test signals, each of which is a sine wave in the range of each frequency bin. It is seen that for each input, the correct frequency bin and sampling rate is selected by the algorithm. Examining the received samples (left hand plots) reveals the workings of the adaptive sampling algorithm. The periodic stretched-out sections indicate high sampling rate periods (HSRP). Each HSRP section is followed by 0 and 255 values, which look like a spike, followed by the sampling rate value. This is part of a protocol event that indicates sampling rate change. The LSRP of length $T_L$ follows this protocol event. From the received samples, the sampling rates are extracted, and reconstruction is performed. The reconstructed test signals are illustrated on the right side.

**Figure 6.5.** Automatic sampling rate adjustment by the sensor node for different input sine waves
6.2 DSP Implementation with Zigbee Communications

Though the 8-bit MCU implementation serves as a proof of concept, its performance is limited due to the 8-bit operations, low clock speed and limited memory. Many sensor nodes have incorporated more powerful processing units which facilitate greater capabilities in localized processing and faster communications, as well as increasing data load capability. A custom wireless sensor node based around a Texas Instruments C5500 Ultra-low power DSP has been prototyped to incorporate adaptive sampling and investigate opportunities presented by a more powerful system.

The DSP based system is shown in Figure 6.6. The Texas Instruments 32-bit C5510DSK evaluation board is seen top left, which houses the DSP chip and its peripherals. Bottom left is the low power ADC and its circuitry, which is interfaced through a multichannel buffered serial port (McBSP). The Zigbee transmitter is seen on the right hand side, along with three power resistors with which to measure energy consumption of the three components. The Zigbee module is interfaced also through an McBSP with a software SCI protocol.

The 32-bit, 200Mhz DSP core is capable of handling substantially greater computational load, allowing for higher data acquisition rates and also levels of decomposition in sampling rate selection; which results in finer rate selection. Digital signal processors are optimized for filtering which consists mainly of shift-add operations. To take full advantage of this, a filtering architecture is proposed which continuously computes sampling rate during the high rate sampling period (HSRP).
Figure 6.6. Experimental setup 2, DSP with Xbee transmission

Figure 6.7 demonstrates this improvement. Originally, as shown in filtering scheme 1 (Top), the HSRP is completed and then the data block generated during this period is analyzed, to calculate sampling rate. As formulated in Chapter 3, the wavelet packet algorithm leverages a recursive decomposition to determine frequency range. This algorithm uses decimated filtering, meaning that each successive level of decomposition has roughly half the amount of samples; 2 samples are needed at one level to generate 1 sample in the next. Therefore, for a J level decomposition, every $2^J$ samples acquired lead to generation of 1 coefficient. The new scheme, filtering scheme 2 (bottom) uses this by performing the filtering operations after every block of $2^J$ coefficients. This allows the algorithm computation to be spread out over the HSRP, dramatically reducing the latency in sampling rate adjustment following the end of the interval. For example, clocking the computation for a 3 level decomposition with length 16 filters, translating to blocks of size 8, the computation time is only $68\mu s$. 
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Implementing a filter structure for this scheme is somewhat complex, since in filtering the previous $L-I$ samples are needed as well as the current sample block, where $L$ is the length of the filter. Also, the algorithm may take different paths down the wavelet tree as explained in Chapter 3. One possibility is to store all computed bands, allocating a memory block for each band. This requires excessive memory, seeing that for even a 3 level decomposition, $2^3+2^2+2^1+1=15$ separate blocks are needed.

To make it more efficient in terms of memory usage, a multiple buffered filtering scheme shown in Figure 6.8 is proposed. In this scheme, whenever the next block of samples is acquired, they are placed into an allocated memory block $B_{00}$ and the previous samples are shifted to the left into the buffer. Then for each successive level, the current path on the wavelet tree is compared to the previous path. If it is different from the previous one, the buffer must also be updated before the new coefficients are computed. This is because the samples stored here are actually from a different band; only the highest path will be kept in order to compute sampling rate. If the path is the same as the previous one, the old coefficients are shifted left into the buffer and the new coefficients are
computed. In doing this, only 2 bands need memory allocation at each level of decomposition; whose sizes have also been decreased. For example, a 3 level scheme with a \textit{HSRP} of 128 points would have required 516 memory units. With this multiple buffered filtering structure, using a length 16 filter, the memory requirement is reduced to 166 memory units; a reduction of 67%.

Figure 6.8. Proposed multiple buffered filtering scheme

The energy savings via adaptive sampling for this system can be viewed in Figure 6.9, which shows the energy consumptions for different average sampling rates used during a 0.5s length acquisition period. For signals which may vary between 0-1KHz for example, a fixed sampling rate would be chosen of 2KHz, consuming about 0.715J of energy. By
incorporating adaptive sampling, if the average sampling rate can be reduced to 250Hz for example, where it would reach 2KHz temporarily to capture high frequency events, this consumption could be reduced to about 0.11J; saving about 85% in terms of energy consumption. The components in this system consume less baseline power than in the previous system, and this 85% represents total energy expenditure reduction.

Figure 6.9. Energy consumption at different rates, 0.5 second acquisition
CHAPTER 7

CONCLUSIONS AND FUTURE WORK

7.1 Summary

In this thesis, a technique for adaptive data acquisition on a wireless node has been formulated as an alternative to the traditional, fixed-rate sampling method. This technique is used to dynamically adjust the sampling rate by means of short bursts of high rate sampling and analysis. This analysis is outlined in detail in Chapter 3, which tracks the signal spectral properties utilizing an effective filtering scheme. This includes selectively computing coefficients of wavelet packet decomposition and utilizing the outcome as the basis for selecting an appropriate sampling rate.

A signal reconstruction procedure has been derived for the special case of non-uniform sampling in Chapter 4, which allows the signal to be retrieved from the adaptively acquired samples. This linear algebra based procedure utilizes a generalized interpolation approach to solve the problem of reconstruction artifacts at sampling rate change times. Additionally, a post-analysis has been formulated in Chapter 5 to quantify error in sampling rate adjustment and signal loss, which isolates error in rate adjustment from that of signal reconstruction.

The developed algorithm has been evaluated through simulations for a variety of test signals in Chapter 5, to evaluate its validity. An energy model has also been incorporated to estimate changes in sensor node energy consumption. Results indicate data reduction enabled by adaptive sampling, which leads to significant reduction in energy
consumption for trial both cases, while maintaining low error. Performance has also been verified through implementation on two test beds in Chapter 6: one based on an 8-Bit microcontroller and another based on a high speed 32-bit DSP system. All necessary implementation issues in algorithm embedment such as firmware organization, filter architecture design and evaluation are addressed and presented.

7.2 Intellectual Contributions

In this work, several contributions have been made in the field of wireless monitoring, specifically adaptive sampling. Firstly, a new adaptive sampling technique has been proposed which leverages bursts of high rate sampling to overcome previous limitations in sampling rate adjustment. In previous works, it was proposed that sampling rate be continually adjusted based on signal frequency content. This principle has theoretical basis, but in practice is only possible to implement for small, gradual change in frequency content, which is almost never the case. The reason for this is that once sampling rate is lowered, higher frequency events cannot be detected. By performing these bursts of high rate sampling, the entire signal bandwidth is probed in order to identify the ‘instantaneous’ signal bandwidth. This enables higher frequencies to be detected, even after the sampling rate has been lowered. This results in a net reduction in samples acquired and energy consumption, whilst maintaining sampling rate necessary to preserve signal quality.

In addition to this simple concept, an improved theoretical framework has been presented to select sampling rate based on signal frequency content. Previously proposed techniques leverage a Fourier transform [41], or wavelet transform to do this [45]. The advantage of time-frequency analysis over standard Fourier transform is known
extensively in the literature; however the wavelet transform does not investigate the high frequency range. A wavelet packet transform enables greater resolution and therefore more sampling rates to choose from, however induces greater computational complexity. This work has presented a selective decomposition algorithm to calculate sampling rate, using the structure of the wavelet packet decomposition. This gives the higher resolution while adding significantly less computational complexity and therefore execution time, as shown in Figure 3.7.

A contribution has also been made in the area of signal reconstruction. The literature is extensive in terms of interpolative techniques for both fixed rate and non-uniformly sampled signals. However, the case of a signal sampled at switching rates, where there are sampling rate change points, has not been previously investigated. The reconstruction procedure derived in this work provides a theoretical solution for this problem, and is shown to be optimal over previously available techniques. This procedure allows signals sampled using the proposed algorithm to be recovered.

The literature is also lacking in investigation of the implementation issues associated with incorporating adaptive sampling into real embedded systems. This is most likely due to the fact that it is well established that reducing samples taken will reduce energy consumption. Thus, most effort is spent in production of theory for adaptive sampling and compressed sensing. This thesis has delved into the associated challenges, suggesting framework and solutions for implementation issues, specifically to optimize speed and minimize the algorithm’s computational footprint on system resources.
7.3 Future Work

This work lays the groundwork for a new adaptive sampling technique, from which there are several possible research directions. The first of which is to improve the criteria for triggering analyses in the adaptive sampling. The proposed technique uses timed analyses, which can be fixed based on knowledge of the application, or also adjusted adaptively using an AIMD method. There is opportunity to improve on this problem, which includes the class of problems in node activation at the network level as well as analysis triggering at the node level. In short, improved methods are needed to suggest when to update the system model in terms of sampling rate. The system should be self-aware of whether or not it is accurately sensing the independent signal, or spatial field correctly. Tools developed in the fields of statistics and mathematics should be incorporated to accomplish this goal. Among these include change detection, or event detection algorithms developed for complex signals such as audio or spatio-temporal field monitoring, which can be used to trigger the system to reconfigure its parameters, including sampling times.

In cases such as field monitoring, a network level approach in sampling is necessary to estimate the two dimensional field. However, in cases such as manufacturing monitoring, it is the individual signals that are of interest; vibration, temperature fluctuation of a machine, for example. In these cases, a node level adaptive sampling scheme such as the one proposed is ideal as they preserve the quality of each signal; it is not a field estimation problem. However, effects of node level adaptive sampling on the network level performance must be investigated. With each node adjusting the sampling rate according to each input signal, the network will experience varying levels of
communication and data load. Handling of the changing requirements must be addressed in terms of bandwidth management.

At the network level, some of these signals can be spatially correlated. In cases where there is correlation between two sensor readings, nodes can share information about what is happening and come to some consensus about what sampling rates to use. If one sensor has missed some signal information due to lowering of sampling rate, it may be possible to improve the resultant signal using information from the other sensors.

7.4 Broader Impact

The presented work on node-level reconfigurable sampling for information acquisition is applicable to many real world sensing systems which can benefit from extended sensor node lifetime. Example applications include manufacturing, structural health, surveillance, and cyber physical systems such as smart buildings and smart grid. These applications require monitoring of systems which exhibit signals of varying activity and frequency content, where reconfigurable sampling can be used to conserve sensor node energy whilst retaining signal fidelity.
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