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ABSTRACT

We study gradient bounds and other functional inequalities related to hypoelliptic diffusions. One of the key techniques in our work is the use of coupling of diffusion processes to prove gradient bounds. We also use generalized Γ-calculus to prove various functional inequalities. In this dissertation we present two research directions; gradient bounds for harmonic functions on the Heisenberg group, and gradient bounds for the heat semigroup generated by Kolmogorov type diffusions.

For the first research direction, we construct a non-Markovian coupling for Brownian motions in the three-dimensional Heisenberg group. We then derive properties of this coupling such as estimates on the coupling rate, estimates for the CDF of the coupling time and upper and lower bounds on the total variation distance between the laws of the Brownian motions. Finally, we use these properties to prove gradient estimates for harmonic functions for the hypoelliptic sub-Laplacian which is the generator of Brownian motion in the Heisenberg group. In particular, we prove the well known Cheng-Yau inequality and a Caccioppoli-type inequality on the Heisenberg group.
For the second research direction, we study gradient bounds and other functional inequalities for the diffusion semigroup generated by Kolmogorov-type operators. Unlike the first research direction, the focus is on two different methods: coupling techniques and generalized Γ-calculus techniques. We discuss the advantages and drawbacks of each of these methods. For the coupling technique, we use a coupling by parallel transport (or synchronous coupling) to induce a coupling on the Kolmogorov type diffusions. In the Γ-calculus approach, we will prove a new generalized curvature dimension inequality to study various functional inequalities.
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Chapter 1

Introduction

The general goal of this dissertation is to prove functional inequalities via probabilistic and geometric approaches. The main probabilistic tool we use is the concept of coupling. Recall that a coupling of two probability measures $\mu_1$ and $\mu_2$, defined on respective measure spaces $(\Omega_1, \mathcal{A}_1)$ and $(\Omega_2, \mathcal{A}_2)$, is a measure $\mu$ on the product space $(\Omega_1 \times \Omega_2, \mathcal{A}_1 \times \mathcal{A}_2)$ with marginals $\mu_1$ and $\mu_2$. In this dissertation, we will be interested in coupling of the laws of two Markov processes $(X_t: t \geq 0)$ and $(Y_t: t \geq 0)$. In the first part of the dissertation, we consider Markov processes that live in the geometric setting of a sub-Riemannian manifold such as the Heisenberg group $\mathbb{H}^3$. In the second part, we consider Kolmogorov type diffusions that live in $M \times \mathbb{R}^k$, where $M$ is either a Riemannian or sub-Riemannian manifold. Couplings have been an extremely useful tool in probability theory and has resulted in establishing deep connections between probability, analysis and geometry.

We start by providing some background on couplings and gradient estimates in our setting. We give an introduction to sub-Riemannian geometry, in particular
the Heisenberg group. We also consider the Kolmogorov diffusion. We provide a introduction to the use of generalized curvature-dimension inequalities in proving functional inequalities.

This dissertation is based on results in [BGM16] and [BGM18].

1.1 Preliminaries

1.1.1 Coupling basics

Consider two probability spaces \((\Omega_1, \mathcal{F}_1, \mu_1)\) and \((\Omega_2, \mathcal{F}_2, \mu_2)\). We have the following definition.

**Definition 1.1.1.** A coupling of \(\mu_1\) and \(\mu_2\) is a measure \(\mu\) on \((\Omega_1 \times \Omega_2, \mathcal{F}_1 \times \mathcal{F}_2)\) with marginals \(\mu_1\) and \(\mu_2\), respectively. A coupling of two Markov processes \(X\) and \(Y\) is coupling of their laws. The coupling is said to be successful if the two processes couple within finite time almost surely, that is, the coupling time \(\tau(X,Y) = \inf\{t \geq 0 : X_s = Y_s \text{ for all } s \geq t\}\) is almost surely finite. We assume that \(X_t = Y_t\) for \(t > \tau(X,Y)\).

A major application of couplings arises in estimating the total variation distance between the laws of two Markov processes at time \(t\) which in general is very hard to compute explicitly. Such an estimate can be obtained from the Aldous’ inequality

\[
||\mathcal{L}(X_t) - \mathcal{L}(Y_t)||_{TV} \leq \mu\{\tau(X,Y) > t\},
\]  

(1.1.1)
where \( \mu \) is the coupling of the Markov processes \( X \) and \( Y \), \( \mathcal{L}(X_t) \) and \( \mathcal{L}(Y_t) \) denote the laws (distributions) of \( X_t \) and \( Y_t \) respectively, and

\[
||\nu||_{TV} = \sup \{|\nu(A)| : A \text{ measurable}\}
\]
denotes the total variation norm of the measure \( \nu \). The proof of Aldous’ inequality is rather simple.

**Proposition 1.1.2** (Aldous’ inequality). *Let \( \tau \) be the coupling time for two Markov processes \( X \) and \( Y \). For any \( t > 0 \),

\[
\|\mathcal{L}(X_t) - \mathcal{L}(Y_t)\|_{TV} \leq \mathbb{P}(\tau > t),
\]

where \( \mathcal{L}(X_t) \) and \( \mathcal{L}(Y_t) \) are the laws of \( X_t \) and \( Y_t \), respectively.*

**Proof.** For any Borel set \( A \),

\[
\mathcal{L}(X_t)(A) - \mathcal{L}(Y_t)(A) = \mathbb{P}(X_t \in A) - \mathbb{P}(Y_t \in A) \\
= \mathbb{P}(X_t \in A, X_t = Y_t) + \mathbb{P}(Y_t \in A, X_t \neq Y_t) - \mathbb{P}(Y_t \in A, X_t = Y_t) \leq \mathbb{P}(X_t \neq Y_t).
\]

Similarly one can prove

\[
\mathcal{L}(Y_t)(A) - \mathcal{L}(X_t)(A) \leq \mathbb{P}(X_t \neq Y_t).
\]
Putting these two together we have that

\[ |\mathcal{L}(X_t)(A) - \mathcal{L}(Y_t)(A)| \leq \mathbb{P}(X_t \neq Y_t) = \mathbb{P}(\tau > t). \]

This, in turn, can be used to provide sharp rates of convergence of Markov processes to their respective stationary distributions, when they exist (see [LPW09] for some such applications in studying mixing times of Markov chains).

This raises a natural question: how can we couple two Markov processes so that the probability of failing to couple by time \( t \) (coupling rate) is minimized (in an appropriate sense) for some, preferably all, \( t \)? Griffeath \cite{Gri75} was the first to prove that maximal couplings, that is, the couplings for which the Aldous’ inequality becomes an equality for each \( t \) in the time set of the Markov process, exist for discrete time Markov chains. This was later greatly simplified by Pitman \cite{Pit76} and generalized to non-Markovian processes by Goldstein \cite{Gol79} and continuous time càdlàg processes by Sverchkov and Smirnov \cite{SS90}.

These constructions, though extremely elegant, have a major drawback: they are typically very implicit. Thus, it is very hard, if not impossible, to perform detailed calculations and obtain precise estimates using these couplings. Part of the implicitness comes from the fact that these couplings are non-Markovian.

A Markovian coupling of two Markov processes \( X \) and \( Y \) is a coupling where, for any \( t \geq 0 \), the joint process \( \{(X_s, Y_s) : s \geq t\} \) conditioned on the filtration \( \sigma\{(X_s, Y_s) : s \leq t\} \) is again a coupling of the laws of \( X \) and \( Y \), but now starting from \( (X_t, Y_t) \). These are the most widely used couplings in deriving estimates and performing detailed calculations as their constructions are typically explicit. However,
these couplings usually do not attain the optimal rates. In fact, it has been shown in [BK17] that the existence of a maximal coupling that is also Markovian imposes enormous constraints on the generator of the Markov process and its state space. Further, [BK16] describes an example using Kolmogorov diffusions defined as a two dimensional diffusion given by a standard Brownian motion along with its running time integral, where for any Markovian coupling, the probability of failing to couple by time $t$ does not even attain the same order of decay (with $t$) as the total variation distance. More precisely, they showed that if the driving Brownian motions start from the same point, then the total variation distance between the corresponding Kolmogorov diffusions decays like $t^{-3/2}$ whereas for any Markovian coupling, the coupling rate is at best of order $t^{-1/2}$.

This brings us to the main subject of the first part of this dissertation: when can we produce non-Markovian couplings that are explicit enough to give us good bounds on the total variation distance between the laws of $X_t$ and $Y_t$ when Markovian couplings fail to do so? And what information can such couplings provide about the geometry of the state space of these Markov processes? In this dissertation, we look at the Heisenberg group which is the simplest example of a sub-Riemannian manifold and Brownian motion on it. The latter is the Markov process whose generator is the sub-Laplacian on the Heisenberg group as described in Section 1.1. We construct an explicit successful non-Markovian coupling of two copies of this process starting from different points in $\mathbb{H}^3$ and use it to derive sharp bounds on the total variation distance between their laws at time $t$. We also use this coupling to produce gradient estimates for harmonic functions on the Heisenberg group (more details below), thus providing a non-trivial link between probability and geometric analysis in the sub-Riemannian setting.
We note here that successful Markovian couplings of Brownian motions on the Heisenberg group have been constructed in [Ken07] and rates of these couplings have been studied in [Ken10]. However, the rates for the coupling we construct are much better. In fact, we show in Remark 2.1.2 that it is impossible to derive the rates we get from Markovian couplings. Moreover, the coupling we consider is efficient, that is, the coupling rate and the total variation distance decay like the same power of $t$ as pointed out in Remark 2.2.3.

In 1986, Lindvall-Rogers [TL86] constructed successful couplings in Euclidean space using the idea of reflection coupling. Suppose the process $(X_t)$ is given by a stochastic differential equation

$$dX_t = \sigma(X_t) dB_t + b(X_t) dt,$$

where $(B_t)_{t \geq 0}$ is a Brownian motion. We want to construct a new process $(Y_t)$,

$$dY_t = \sigma(Y_t) dB'_t + b(Y_t) dt,$$

for some suitable $B'_t$ on the same probability space, having the same distribution of $X_t$. Thus the only thing we have to do is choose a suitable Brownian motion $B'_t$. In order for this coupling to be successful, the suitable Brownian will be

$$dB'_t = H_t dB_t,$$

where $H$ is chosen to be reflection in the plane orthogonal to $\sigma(y)^{-1}(x-y)$. As an example let us consider the simplest case when $\sigma \equiv I$ with $b = 0$. That is, when we only consider Brownian motion. Let $P$ be the hyperplane perpendicular to the line
through $x$ and $y$ with $\frac{x+y}{2} \in P$. While simultaneously running $X_t = B_t$, $Y_t$ will be the reflected Brownian motion in $P$.

### 1.1.2 Gradient estimates

Now we would like to describe gradient estimates in our geometric settings and how couplings have been used to prove them previously. Let us start with a classical gradient estimate for harmonic functions in $\mathbb{R}^d$. Suppose $u$ is a real-valued function $u$ on $\mathbb{R}^d$ which is harmonic in a ball $B_{2\delta}(x_0)$, then there exists a positive constant $C_d$ (which depends only on the dimension $d$ and not on $u$) such that

$$\sup_{x \in B_{\delta}(x_0)} |\nabla u(x)| \leq \frac{C_d}{\delta} \sup_{x \in B_{2\delta}(x_0)} |u(x)|.$$ 

In 1975, Cheng and Yau (see [CY75, Yau75, RS94]) generalized the classical gradient estimate to complete Riemannian manifolds $M$ of dimension $d \geq 2$ with Ricci curvature bounded below by $-(d-1)K$ for some $K \geq 0$. They proved that any positive harmonic function on a Riemannian ball $B_\delta(x_0)$ satisfies

$$\sup_{x \in B_{\delta/2}(x_0)} \frac{|\nabla u(x)|}{u(x)} \leq C_d \left( \frac{1}{\delta} + \sqrt{K} \right).$$

Moreover, in addition to such estimates, there is a vast literature on functional inequalities such as heat kernel gradient estimates, Poincaré inequalities, heat kernel estimates, elliptic and parabolic Harnack inequalities etc on Riemannian manifolds or more generally on measure metric spaces. Quite often these results require assumptions such as volume doubling and curvature bounds.

In 1991, M. Cranston in [Cra91] used the method of coupling two diffusion pro-
cesses to obtain a similar gradient estimate for solutions to the equation

\[ \frac{1}{2} \Delta u + Zu = 0 \]  \hspace{1cm} (1.1.2)

on a Riemannian manifold \((M, g)\) whose Ricci curvature is bounded below and \(Z\) is a bounded vector field. This coupling is known as the Kendall-Cranston coupling as it was based on the techniques in \cite{Ken89}. In particular, M. Cranston proved the following gradient estimate.

**Theorem 1.1.3** (Cranston). Suppose \((M, g)\) is a complete \(d\)-dimensional Riemannian manifold with distance \(\rho_M\) and assume \(\text{Ric}_M \geq -K g\). Let \(Z\) be a \(C^1\) vector field on \(M\) such that \(|Z(x)| \leq m\) for all \(x \in M\). There is a constant \(c = c(K, d, m)\) such that whenever \(\delta > 0\) and (1.1.2) is satisfied in some Riemannian ball \(B_{2\delta}(x_0)\), we have

\[ |\nabla u(x)| \leq c \left( \frac{1}{\delta} + 1 \right) \sup_{x \in B(x_0, 3\delta/2)} |u(x)|, \quad x \in B(x_0, \delta). \]

If (1.1.2) is satisfied on \(M\) and \(u\) is bounded and positive, then

\[ |\nabla u(x)| \leq 2 \left( \sqrt{K(d-1)} + m \right) \|u\|_{\infty}. \]

Cranston’s approach generalized the coupling of Brownian motions on manifolds of Kendall \cite{Ken86} to couple processes with the generator \(L = \frac{1}{2} \Delta + Z\). The methods in that paper required tools from Riemannian geometry such as the Laplacian comparison theorem and the index theorem to obtain estimates on the processes \(\rho_M (X_t, Y_t)\) and \(\rho_M (X_t, X_0)\) where \(\rho_M\) is the Riemannian distance. M. Cranston also proved similar results on \(\mathbb{R}^d\) in \cite{Cra92}. 
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1.1.3 Sub-Riemannian basics

A sub-Riemannian manifold $M$ can be thought of as a Riemannian manifold where we have a constrained movement. Namely, such a manifold has the structure $(M, \mathcal{H}, \langle \cdot, \cdot \rangle)$, where allowed directions are only the ones in the horizontal distribution, which is a suitable subbundle $\mathcal{H}$ of the tangent bundle $TM$. For more detail on sub-Riemannian manifolds we refer to [Mon02].

Namely, for a smooth connected $d$-dimensional manifold $M$ with the tangent bundle $TM$, let $\mathcal{H} \subset TM$ be an $m$-dimensional smooth sub-bundle such that the sections of $\mathcal{H}$ satisfy Hörmander’s condition (the bracket generating condition) formulated in Assumption 1. We assume that on each fiber of $\mathcal{H}$ there is an inner product $\langle \cdot, \cdot \rangle$ which varies smoothly between fibers. In this case, the triple $(M, \mathcal{H}, \langle \cdot, \cdot \rangle)$ is called a sub-Riemannian manifold of rank $m$, $\mathcal{H}$ is called the horizontal distribution, and $\langle \cdot, \cdot \rangle$ is called the sub-Riemannian metric. The vectors (resp. vector fields) $X \in \mathcal{H}$ are called horizontal vectors (resp. horizontal vector fields), and curves $\gamma$ in $M$ whose tangent vectors are horizontal, are called horizontal curves.

**Assumption 1.** (Hörmander’s condition) We will say that $\mathcal{H}$ satisfies Hörmander’s (bracket generating) condition if horizontal vector fields with their Lie brackets span the tangent space $T_pM$ at every point $p \in M$.

Hörmander’s condition guarantees analytic and topological properties such as hypoellipticity of the corresponding sub-Laplacian and topological properties of the sub-Riemannian manifold $M$. We explain briefly both aspects below. First we define
the Carnot-Carathéodory metric $d_{CC}$ on $M$ by

$$d_{CC}(x, y) = \inf \left\{ \int_0^1 \|\gamma'(t)\|_H \, dt \mid \gamma(0) = x, \gamma(1) = y, \gamma \text{ is a horizontal curve} \right\},$$

where as usual $\inf(\emptyset) := \infty$. Here the norm is induced by the inner product on $\mathcal{H}$, namely, $\|v\|_H := ((v, v)_p)^{\frac{1}{2}}$ for $v \in \mathcal{H}_p, \ p \in M$. The Chow-Rashevski theorem says that Hörmander’s condition is sufficient to ensure that any two points in $M$ can be connected by a finite length horizontal curve. Moreover, the topology generated by the Carnot-Carathéodory metric coincides with the original topology of the manifold $M$.

As we are interested in a Brownian motion on a sub-Riemannian manifold $(M, \mathcal{H}, \langle \cdot, \cdot \rangle)$, a natural question is what its generator is. While there is no canonical operator such as the Laplace-Beltrami operator on a Riemannian manifold, there is a notion of a sub-Laplacian on sub-Riemannian manifolds. A second order differential operator defined on $C^\infty(M)$ is called a sub-Laplacian $\Delta_\mathcal{H}$ if for every $p \in M$ there is a neighborhood $U$ of $p$ and a collection of smooth vector fields $\{X_0, X_1, ..., X_m\}$ defined on $U$ such that $\{X_1, ..., X_m\}$ are orthonormal with respect to the sub-Riemannian metric and

$$\Delta_\mathcal{H} = \sum_{k=1}^m X_k^2 + X_0.$$ 

By the classical theorem of L. Hörmander in [Hör67, Theorem 1.1] Hörmander’s condition (Assumption 1) guarantees that any sub-Laplacian is hypoelliptic. For more properties of sub-Laplacians which are generators of a Brownian motion on a sub-Riemannian manifold we refer to [GL16].
Finally, the horizontal gradient $\nabla_\mathcal{H}$ is a horizontal vector field such that for any smooth $f : M \to \mathbb{R}$ we have that for all $X \in \mathcal{H}$,

$$\langle \nabla_\mathcal{H} f, X \rangle = X(f).$$

We define the length of the gradient as in [Kuw10]. For a function $f$ on $M$, let

$$|\nabla_\mathcal{H} f| (x) := \lim_{r \downarrow 0} \sup_{0 < d_{CC}(x, \tilde{x}) \leq r} \left| \frac{f(x) - f(\tilde{x})}{d_{CC}(x, \tilde{x})} \right|,$$

and set $\|\nabla_\mathcal{H} f\|_\infty := \sup_{x \in \mathbb{H}^3} |\nabla_\mathcal{H} f| (x)$.

### 1.1.4 The Heisenberg group

The Heisenberg group $\mathbb{H}^3$ is the simplest non-trivial example of a sub-Riemannian manifold. Namely, let $\mathbb{H}^3 \cong \mathbb{R}^3$ with the multiplication defined by

$$(x_1, y_1, z_1) \ast (x_2, y_2, z_2) := (x_1 + x_2, y_1 + y_2, z_1 + z_2 + (x_1 y_2 - x_2 y_1)),$$

with the group identity $e = (0, 0, 0)$ and the inverse given by $(x, y, z)^{-1} = (-x, -y, -z)$.

We define $\mathcal{X}$, $\mathcal{Y}$, and $\mathcal{Z}$ as the unique left-invariant vector fields with $\mathcal{X}_e = \partial_x$, $\mathcal{Y}_e = \partial_y$, and $\mathcal{Z}_e = \partial_z$, so that

$$\mathcal{X} = \partial_x - y \partial_z,$$

$$\mathcal{Y} = \partial_y + x \partial_z,$$

$$\mathcal{Z} = \partial_z.$$
The horizontal distribution is defined by \( \mathcal{H} = \text{span}\{\mathcal{X}, \mathcal{Y}\} \) fiberwise. Observe that 
\[ [\mathcal{X}, \mathcal{Y}] = 2\mathcal{Z}, \]
so Hörmander’s condition is easily satisfied. Moreover, as any iterated Lie bracket of length greater than two vanishes, \( \mathbb{H}^3 \) is a nilpotent group of step 2. The Lebesgue measure on \( \mathbb{R}^3 \) is a Haar measure on \( \mathbb{H}^3 \). We endow \( \mathbb{H}^3 \) with the sub-Riemannian metric \( \langle \cdot, \cdot \rangle \) so that \( \{\mathcal{X}, \mathcal{Y}\} \) is an orthonormal frame for the horizontal distribution. As pointed out in [GL16, Example 6.1], the (sum of squares) operator

\[
\Delta_{\mathcal{H}} = \frac{1}{2} (\mathcal{X}^2 + \mathcal{Y}^2) \tag{1.1.5}
\]
is a natural sub-Laplacian for the Heisenberg group with this sub-Riemannian structure.

In general it is very cumbersome to compute the Carnot-Carathéodory distance \( d_{CC} \) explicitly. In the case of the Heisenberg group an explicit formula for the distance is known. Let \( r(x) = d_{CC}(x, e) \) be the distance between \( x = (x, y, z) \in \mathbb{H}^3 \) and the identity \( e = (0, 0, 0) \). In [CTW10] the distance is given by the formula

\[
r(x)^2 = \nu(\theta_c) \left( x^2 + y^2 + |z| \right),
\]
where \( \theta_c \) is the unique solution of \( \mu(\theta)(x^2 + y^2) = |z| \) in the interval \([0, \pi)\) and \( \mu(z) = \frac{z}{\sin^2 z} - \cot z \) and where

\[
\nu(z) = \frac{z^2}{\sin^2 z} \frac{1}{1 + \mu(z)} = \frac{z^2}{z + \sin^2 z - \sin z \cos z}, \quad \nu(0) = 2.
\]

Since the distance is left-invariant, we have

\[
d_{CC}(x, \tilde{x}) = d_{CC}(\tilde{x}^{-1} \ast x, e)
\]
which gives us an explicit expression for $d_{CC}$ on the Heisenberg group. Although $\nu$ is not continuous it was shown in [CCG07] that $d_{CC}$ is continuous.

We will not use this explicit expression for $d_{CC}$. Instead, since $\nu \geq 0$ and bounded below and above by positive constants in the interval $[0, \pi)$, it is clear that the Carnot-Carathéodory distance is equivalent to the pseudo-metric

$$\rho(x, y) = \left( (x - \tilde{x})^2 + (y - \tilde{y})^2 + |z - \tilde{z} + x\tilde{y} - y\tilde{x}| \right)^{\frac{1}{2}} . \quad (1.1.6)$$

Finally, we can describe Brownian motion whose generator is $\Delta_H/2$ explicitly as follows. Let $B_1, B_2$ be real-valued independent Brownian motions starting from 0. Define Brownian motion on the Heisenberg group $X_t : [0, \infty) \times \Omega \to \mathbb{H}$ to be the solution of the following Stratonovich stochastic differential equation (SDE)

$$dX_t = \mathcal{X}(X_t) \circ dB_1(t) + \mathcal{Y}(X_t) \circ dB_2(t),$$

$$X_0 = (b_1, b_2, a).$$

Letting $X_t = (X_1(t), X_2(t), X_3(t))$ we see that the SDE reduces to

$$dX_t = \begin{pmatrix} 1 \\ 0 \\ -X_2(t) \end{pmatrix} \circ dB_1(t) + \begin{pmatrix} 0 \\ 1 \\ X_1(t) \end{pmatrix} \circ dB_2(t),$$
so that one needs to solve the following system of equations

\[
\begin{align*}
    dX_1(t) & = dB_1(t) \\
    dX_2(t) & = dB_2(t), \\
    dX_3(t) & = -X_2(t) \circ dB_1(t) + X_1(t) \circ dB_2(t).
\end{align*}
\]

Since the covariation of two independent Brownian motions is zero we get that

\[
\begin{align*}
    X_1(t) & = b_1 + B_1(t), \\
    X_2(t) & = b_2 + B_2(t), \\
    X_3(t) & = a + \int_0^t (B_1(s) + b_1) dB_2(s) - \int_0^t (B_2(s) + b_2) dB_1(s). \tag{1.1.7}
\end{align*}
\]

### 1.1.5 Curvature-dimension inequalities and $\Gamma$-calculus

In this section we review the geometric methods that goes back to Bakry-Émery in \cite{BE85} to prove functional inequalities (see \cite{BL06, Bak06}). Consider an $n$–dimensional Riemannian manifold $\mathbb{M}$ with Laplacian $\Delta$. Bakry and Émery developed the functional calculus, now known by many as $\Gamma$–calculus, based on the differential forms

\[
\Gamma(f, f) := \frac{1}{2} (\Delta (fg) - f \Delta g - g \Delta f),
\]

and

\[
\Gamma_2(f, g) := \frac{1}{2} (\Delta \Gamma(f, g) - \Gamma(f, \Delta g) - \Gamma(g, \Delta f)),
\]
for functions $f \in C^\infty (\mathbb{M})$. Note that

$$\Gamma(f) := \Gamma(f, f) = \|\nabla f\|^2,$$

where $\nabla$ is the Riemannian gradient and $\|\cdot\|$ is the norm associated to the underlying Riemannian metric. One can also compute

$$\Gamma_2(f) := \Gamma_2(f, f) = \|\nabla^2 f\|^2 + 2\Ric (\nabla f, \nabla f),$$

where $\nabla^2 f$ is the Riemannian Hessian. The computation of $\Gamma_2(f)$ is due to the well known Bochner’s formula in terms of $\Gamma$

$$\Delta \Gamma(f) = 2 \|\nabla^2 f\|^2 + 2\Gamma(f, \Delta f) + 2\Ric (\nabla f, \nabla f).$$

We say $\Delta$ satisfies the *curvature-dimension inequality* $CD(\rho, n)$ if

$$\Gamma_2(f) \geq \frac{1}{2} (\Delta f)^2 + \rho \Gamma(f),$$

for all $f \in C^\infty (\mathbb{M})$. By a result of Bakry in [Bak94] it was proven that $CD(\rho, n)$ is equivalent to

$$\Ric (\nabla f, \nabla f) \geq \rho \|\nabla f\|^2.$$

This connection allowed Bakry, Ledoux and others to use this analytic approach to reprove results in differential geometry relating to heat kernels and heat semigroups. In fact it turns out that the following are all equivalent (see [BL06, Bak06, Bak94, BE85, vRS05]):
1. Ricci \((\nabla f, \nabla f) \geq \rho |\nabla f|^2\) for all \(f \in C_0^\infty (\mathbb{M})\),

2. \(|\nabla P_t f| \leq e^{-\rho t} P_t (|\nabla f|)\) for all \(f \in C_0^\infty (\mathbb{M})\) and \(t > 0\),

3. \(|\nabla P_t f|^p \leq e^{-\rho pt} P_t (|\nabla f|^p)\) for all \(f \in C_0^\infty (\mathbb{M})\) and \(t > 0\) and \(p \geq 1\).

4. \(\|\nabla P_t f\|_\infty \leq e^{-\rho t} \|\nabla f\|_\infty\) for all \(f \in C_0^\infty (\mathbb{M})\) and \(t > 0\).

5. There exists a function \(\rho(t) > 0\) such that \(\rho(0) = 1, \rho'(0)\) exists, and

\[ |\nabla P_t f|^2 \leq \rho(t) P_t (|\nabla f|^2) \] for all \(f \in C_0^\infty (\mathbb{M})\) and \(t > 0\).

6. \(\Gamma_2 (f, f) \geq \rho \Gamma (f, f)\) for all \(f \in C_0^\infty (\mathbb{M})\) and \(t > 0\).

7. There exists a coupling \((B_t, \tilde{B}_t)\) of Brownian motions on \(\mathbb{M}\) started at \((x, \tilde{x})\) such that for all \(t \geq 0\),

\[ d_M (B_t, \tilde{B}_t) \leq e^{-\rho t/2} d_M (x, \tilde{x}). \]

8. For every function \(f \in C_0^\infty (\mathbb{M})\), and every \(t \geq 0\),

\[ P_t (f^2) - (P_t f)^2 \leq \frac{1 - e^{-2\rho t}}{\rho} P_t (\Gamma (f)). \]

9. For every function \(f \in C_0^\infty (\mathbb{M})\), and every \(t \geq 0\),

\[ \Gamma (P_t f) \leq \frac{\rho}{e^{2\rho t} - 1} (P_t (f^2) - (P_t f)^2). \]

One can also use \(\Gamma\)-calculus to prove various other inequalities such as logarithm Sobolev inequalities, Sobolev inequalities, isoperimetric inequalities and Harnack inequalities to name a few.

This \(\Gamma\)-calculus approach has also allowed for careful analysis of various elliptic operators when \(\Delta\) is replaced with a general Markov diffusion operator \(L\). We provide
two examples of well known one dimensional diffusion processes that satisfy $CD(\rho, n)$ for some $\rho$ and $n$.

**Example 1.1.1.** Consider the *Ornstein–Uhlenbeck process* with the generator

$$L = \frac{d^2}{dx^2} - \rho x \frac{d}{dx},$$

on $\mathbb{R}$ where $\rho > 0$. We show $L$ satisfies $CD(\rho, \infty)$. This shows that the dimension of the process does not have to match the spatial dimension of the process and in fact can be infinite. First, a simple computation shows that

$$\Gamma(f) = (f')^2.$$

We also have that

$$L (f')^2 = \frac{d^2}{dx^2} (f')^2 - \rho x \frac{d}{dx} (f')^2$$

$$= 2 \frac{d}{dx} (f' f'') - 2 \rho x f' f''$$

$$= 2 (f'')^2 + 2 f'' f''' - 2 \rho x f' f'',$$

and

$$2 f' (L f)' = 2 f' (f''' - 2 f' - \rho x f'').$$

This shows that

$$\Gamma_2(f) = (f'')^2 + \rho (f')^2.$$
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If $L$ satisfies $CD(\rho, n)$ then $\Gamma_2(f, f) \geq \frac{1}{n} (Lf)^2 + \rho \Gamma(f)$, which would mean

\[
\Gamma_2(f) = (f'')^2 + \rho (f')^2 \geq \frac{1}{n} (f'' - \rho x f')^2 + \rho (f')^2 = \frac{1}{n} (Lf)^2 + \rho \Gamma(f),
\]

which only holds if $n = \infty$.

**Example 1.1.2.** Consider the $d$–dimensional Bessel process with generator

\[
L = \frac{d^2}{dx^2} + \frac{d - 1}{x} \frac{d}{dx},
\]
on $(0, \infty)$. Similar computations as the example above shows that

\[
\Gamma(f) = (f')^2 \quad \text{and} \quad \Gamma_2(f) = (f'')^2 + \frac{d - 1}{x^2} (f')^2.
\]

Also note

\[
(Lf)^2 = \left( f'' + \frac{d - 1}{x} f' \right)^2
= (f'')^2 + 2 \frac{d - 1}{x} f' f'' + \frac{(d - 1)^2}{x^2} (f')^2. \tag{1.1.8}
\]

Now if $L$ satisfies $CD(\rho, n)$ then $\Gamma_2(f) \geq \frac{1}{n} (Lf)^2 + \rho \Gamma(f)$. By Cauchy-Schwarz we have that

\[
\frac{2}{n} \frac{d - 1}{x} f' f'' \leq \frac{d - 1}{n} \left( \frac{1}{x^2} (f')^2 + (f'')^2 \right). \tag{1.1.9}
\]

Combining (1.1.8) and (1.1.9) we have that

\[
\frac{1}{n} (Lf)^2 \leq \frac{d}{n} (f'')^2 + \frac{1}{n} \frac{d (d - 1)}{x^2} (f')^2,
\]
thus we can see that the optimal values for $n$ and $\rho$ are $n = d$ and $\rho = 0$. Thus $L$ satisfies $CD(0, d)$. Note that the spatial dimension is 1 yet the dimension in the curvature dimension inequality is $d \geq 1$.

We refer the reader to [BGL14] for a careful treatment of the $\Gamma-$calculus of general Markov diffusion operators.

Unfortunately sub-Riemannian manifolds do not satisfy $CD(\rho, n)$ for any $\rho$ or $n$. More generally, hypoelliptic diffusions do not always satisfy $CD(\rho, n)$. In the work of F. Baudoin and N. Garofalo (see [BG17]) the authors introduced the notion of a generalized curvature dimension-inequality. These new techniques imply Li-Yau type inequalities, Harnack inequalities, off-diagonal Gaussian upper bounds, Liouville type theorems and Bonnet-Myers type theorem. The authors also show that the generalized curvature dimension inequality is satisfied by a large class of sub-Riemannian manifolds. This class includes Carnot groups of step two, Sasakian manifolds whose horizontal Webster-Tanaka-Ricci curvature is bounded from below. Since the original work of [BG17] there have been several publications or articles in proving generalized curvature-dimension inequalities in other settings (see [BW14, BT18, Bau17a, Bau17b, BB16, Bau16, BBG14, Wan14, BB12]). In the second part of this dissertation, we will use a generalized $\Gamma$-calculus to prove functional inequalities on Kolmogorov type diffusions.

1.1.6 The Kolmogorov diffusion

The Kolmogorov diffusion is the Markov process

$$X_t = \left( B_t^x, y + \int_0^t B_s^x ds \right),$$
where $B_t^x$ is Brownian motion started at $x$. Its generator is given by

$$ L = \frac{1}{2} \frac{\partial^2}{\partial x^2} + x \frac{\partial}{\partial y}. $$

See Proposition B.0.1 for more details. Note that the integrated Brownian motion process $\int_0^t B_s^x ds$ by itself is not a Markov process.

It was first introduced by Kolmogorov in his 1934 Ann. Math. paper [Kol34], where he provided an explicit expression for the transition density:

$$ p_t(x,y;u,v) = \frac{\sqrt{3}}{\pi t^2} \exp\left( -\frac{6 (v-y)^2}{t^3} + \frac{6 (v-y)(u+x)}{t^2} - \frac{2 (u^2 + ux + x^2)}{t} \right), $$

L. Hörmander used Kolmogorov’s operator as the simplest nontrivial example of a hypoelliptic second order differential operator that is not elliptic. Note that the semigroup generated by $L$ is Gaussian from the corresponding explicit heat kernel. However, despite an explicit Gaussian heat kernel, it is somehow challenging to derive relevant functional inequalities for this semigroup.

This operator satisfies the weak Hörmander’s condition condition since the vector fields $\left\{ \frac{\partial}{\partial x}, x \frac{\partial}{\partial y} \right\}$ and its lie brackets span $\mathbb{R}^2$. Thus $L$ is a hypoelliptic operator. Its corresponding carré du champ operator is $\Gamma(f,f) = (\frac{\partial f}{\partial x})^2$. This operator is a sort of generalized square of the norm of the gradient. We often write the corresponding diffusion process stated at $(x,y)$ as is

$$ X_t = \left( x + B_t, y + tx + \int_0^t B_s ds \right), $$
where $B_t$ is a standard Brownian motion.

In Chapters 4 and 5 we use the coupling technique and $\Gamma$-calculus to prove gradient estimates on the heat semigroup. There has been interest in extending gradient estimates of the form

$$\sqrt{\Gamma(P_tf, P_tf)} \leq C_p(t) \left( P_t \left( \Gamma(f, f)^{\frac{p}{2}} \right) \right)^{\frac{1}{p}}$$

(1.1.10)

for $p \in [1, \infty)$ to the hypoelliptic case. In fact, Bruce Driver and Tai Melcher in [DM05] proved (1.1.10) on the Heisenberg group for $1 < p < \infty$. They showed that the best constant $C(t)$ is independent of $t$. It was then in [Li06] that H.Q. Li extended (1.1.10) to the case $p = 1$. Later, N. Eldredge in [Eld10] proved (1.1.10) for all $p \geq 1$ for H-type groups. Simpler proofs of the $L^p$ gradient inequality on the Heisenberg group were later shown in [BBBC08]. The authors highlighted that the Kolmogorov operator is a degenerate type Hörmander operator. They remarked that unlike in the Heisenberg group, the Poincaré and reverse Poincaré inequalities are not equivalent (See Remark 4.2 of [BBBC08]).

In fact (1.1.10) does not hold for the Kolmogorov operator. A counter-example for this can be seen by taking the same function as in [BBBC08]. Let $f(x, y) = y$. We see that $P_tf = y + tx$, $\Gamma(P_tf, P_tf) = t^2$ and $\Gamma(f, f) = 0$. But if (1.1.10) were true then we would have $t \leq 0$, which is a contradiction. Even though this estimate is not true, we can still prove a sharp Driver-Melcher type inequality. This will be done in later chapters.
1.2 Outline of the dissertation

The outline of the dissertation is as follows.

The first part of the dissertation consists of Chapters 2 and 3. The first part will be concerned with using coupling to prove gradient estimates on the Heisenberg group. In Chapter 2, we describe an efficient non-Markovian coupling and give estimates for the tail of the coupling time. We use this coupling to give sharp estimates for the total variation distance. In Chapter 3, we use the results from Chapter 2 to prove gradient estimates for harmonic functions on the Heisenberg group. In particular, we prove the well known Cheng-Yau inequality and a Caccioppoli type inequality on the Heisenberg group.

The second part of the dissertation consists of Chapters 4, 5, 6 and 7. In Chapter 4, we introduce the motivating coupling technique that will be used in later chapters to prove gradient estimates. In Chapter 5, we prove various sharp functional inequalities for the Kolmogorov diffusion on $\mathbb{R}^d \times \mathbb{R}^d$. In Chapter 6, we prove functional inequalities for the relativistic diffusion. In Chapter 7, we prove gradient bounds for general Kolmogorov type diffusions.
Chapter 2

Successful non-Markovian coupling in the 3-dimensional Heisenberg group

Let $B_1, B_2$ be independent real-valued Brownian motions, starting from $b_1$ and $b_2$ respectively. We call the process

$$X_t = \left( B_1(t), B_2(t), a + \int_0^t B_1(s)dB_2(s) - \int_0^t B_2(s)dB_1(s) \right)$$

Brownian motion on the Heisenberg group, with driving Brownian motion $B = (B_1, B_2)$, starting from $(b_1, b_2, a)$. Let $X$ and $\tilde{X}$ be coupled copies of this process starting from $(b_1, b_2, a)$ and $\left(\tilde{b}_1, \tilde{b}_2, \tilde{a}\right)$ respectively. Denote the coupling time

$$\tau = \inf \left\{ t \geq 0 : X_s = \tilde{X}_s \text{ for all } s \geq t \right\}.$$

We will construct a non-Markovian coupling $\left(\mathbf{X}, \mathbf{\tilde{X}}\right)$ of two Brownian motions on
the Heisenberg group. This, via the Aldous’ inequality, will yield an upper bound on
the total variation distance between the laws of $\mathbf{X}$ and $\tilde{\mathbf{X}}$. Before we state and prove
the main theorem, we describe the tools required in its proof.

For $T > 0$, let $\left( B^{br}_t, \tilde{B}^{br}_t \right)$ be a coupling of standard Brownian bridges defined
on the interval $[0, T]$. If $G(T)$ is a Gaussian variable with mean zero and variance
$T$ independent of $\left( B^{br}_t, \tilde{B}^{br}_t \right)$, a standard covariance computation shows that the
assignment

\begin{align}
B(t) &= B^{br}(t) + \frac{t}{T}G(T) \\
\tilde{B}(t) &= \tilde{B}^{br}(t) + \frac{t}{T}G(T)
\end{align}

(2.0.2)
gives a non-Markovian coupling of two standard Brownian motions on $[0, T]$ satisfying
$B(T) = \tilde{B}(T)$. This coupling is similar in spirit to the one developed in [BK16]. The
usefulness of this coupling strategy arises when we want to couple two copies of the
process $((B(t), F([B]_t)) : t \geq 0)$, where $B$ is a Brownian motion, $[B]_t$ denotes the
whole Brownian path up until time $t$ (thought of as an element of $C[0, t]$), and $F$ is
a (possibly random) functional on $C[0, t]$. We first reflection couple the Brownian
motions until they meet. Then, by dividing the future time into intervals $[T_n, T_{n+1}]$
(usually of growing length) and constructing a suitable non-Markovian coupling of the
Brownian bridges on each such interval, we can obtain a coupling of the Brownian
paths by the above recipe in such a way that the corresponding path functionals
agree at one of the deterministic times $T_n$. As by construction, the coupled Brownian
motions agree at the times $T_n$, we achieve a successful coupling of the joint process
$(B, F)$. Further, the rate of coupling attained by this non-Markovian strategy is
usually significantly better than Markovian strategies, and is often near optimal (see
We will be interested in the particular choice of the random functional, namely,

\[ F([w]_t) = \int_0^t w(s)dB_1(s), \]

where \( B_1 \) is a standard Brownian motion and \( w \in C[0,t] \). Our coupling strategy for the Brownian bridges on \([0,T]\) will be based on the Karhunen-Loéve expansion which goes back to [Kar47, Loe48] and for examples of such expansions see [Wan08, p.21]. For the Brownian bridge we have

\[ B_{br}^t (t) = \sqrt{T} \sum_{k=1}^{\infty} Z_k \sqrt{2} \sin \left( \frac{k\pi t}{T} \right) = \sqrt{T} \sum_{k=1}^{\infty} Z_k g_{T,k}(t) \quad (2.0.3) \]

for \( t \in [0,T] \), where \( Z_k \) are i.i.d. standard Gaussian random variables. Thus, in order to couple two Brownian bridges on \([0,T]\), we will couple the random variables \( \{Z_k\}_{k \geq 1} \).

## 2.1 Preliminary results

We now state and prove the following lemmas.

**Lemma 2.1.1** ([BGM16]). There exists a non-Markovian coupling of the diffusions
\[
\left\{ \left( B_1(t), B_2(t), a + \int_0^t B_2(s) dB_1(s) \right) : t \geq 0 \right\},
\]
\[
\left\{ \left( \tilde{B}_1(t), \tilde{B}_2(t), \tilde{a} + \int_0^t \tilde{B}_2(s) d\tilde{B}_1(s) \right) : t \geq 0 \right\},
\]

\[ B_1(0) = \tilde{B}_1(0) = b_1, B_2(0) = \tilde{B}_2(0) = b_2, \text{ and } a > \tilde{a}, \]

for which the coupling time \( \tau \) satisfies

\[ P(\tau > t) \leq C \frac{(a - \tilde{a})}{t} \]

for some constant \( C > 0 \) that does not depend on the starting points and \( t \geq (a - \tilde{a}) \).

**Proof.** We will write \( I(t) = a + \int_0^t B_2(s) dB_1(s) \) and \( \tilde{I}(t) = \tilde{a} + \int_0^t \tilde{B}_2(s) d\tilde{B}_1(s) \). From Brownian scaling, it is clear that for any \( r \in \mathbb{R} \), the following distributional equality holds

\[ \left( \frac{B_1(t)}{r}, \frac{B_2(t)}{r}, \frac{a + \int_0^t B_2(s) dB_1(s)}{r^2} \right) \cong \left( \frac{B_1'(t/r^2)}{r'}, \frac{B_2'(t/r^2)}{r'}, \frac{a}{r^2} + \int_0^{t/r^2} B_2'(s) dB_1'(s) \right), \tag{2.1.1} \]

where \( B_1', B_2' \) are independent Brownian motions with \( B_1'(0) = b_1/r, B_2'(0) = b_2/r \).

Thus we can assume \( a - \tilde{a} = 1 \). For the general case, we can obtain the corresponding coupling by applying the same coupling strategy to the scaled process using (2.1.1) with \( r = \sqrt{a - \tilde{a}} \).

Let us divide the non-negative real line into intervals \([2^n - 1, 2^{n+1} - 1], n \geq 0 \). We will synchronously couple \( B_1 \) and \( \tilde{B}_1 \) at all times. Thus, we sample the same Brownian
path for $B_1$ and $\tilde{B}_1$. Conditional on this Brownian path $\{B_1(t) : t \geq 0\}$ we describe the coupling strategy for $B_2$ and $\tilde{B}_2$ inductively on successive intervals. Suppose we have constructed the coupling on $[0, 2^n - 1]$ in such a way that the coupled Brownian motions $B_2$ and $\tilde{B}_2$ satisfy $B_2(2^n - 1) = \tilde{B}_2(2^n - 1) = b_2$ and $I(2^n - 1) > \tilde{I}(2^n - 1)$. Conditional on $\{(B_2(t), \tilde{B}_2(t)) : t \leq 2^n - 1\}$ and the whole Brownian path $B_1$, we will construct the coupling of $B_2(t) - b_2$ and $\tilde{B}_2(t) - b_2$ for $t \in [2^n - 1, 2^{n+1} - 1]$. To this end, we will couple two Brownian bridges $B^{br}$ and $\tilde{B}^{br}$ on $[2^n - 1, 2^{n+1} - 1]$, then sample an independent Gaussian random variable $G(2^n)$ with mean zero, variance $2^n$ and finally use the recipe (4.3.2) to get the coupling of $B_2$ and $\tilde{B}_2$ on $[2^n - 1, 2^{n+1} - 1]$.

Let $(Z_1^{(n)}, Z_2^{(n)}, \ldots)$ and $(\tilde{Z}_1^{(n)}, \tilde{Z}_2^{(n)}, \ldots)$ denote the Gaussian coefficients in the Karhunen-Loève expansion (4.3.3) corresponding to $B^{br}$ and $\tilde{B}^{br}$ respectively. Sample i.i.d Gaussians $Z_k$ and set $Z_k^{(n)} = \tilde{Z}_k^{(n)} = Z_k$ for $k \geq 2$. Now we construct the coupling of $Z_1^{(n)}$ and $\tilde{Z}_1^{(n)}$. Let $W^{(n)}$ be a standard Brownian motion starting from zero, independent of $\{(B_2(t), \tilde{B}_2(t)) : t \leq 2^n - 1\}, \{Z_k\}_{k \geq 2}$ and $B_1$. In what follows we will repeatedly use the following random functional

$$\lambda_n(t) = \frac{2}{\pi} \int_{2^n - 1}^{t} \sqrt{2} \sin \left( \frac{\pi(s - 2^n + 1)}{2^n} \right) dB_1(s), 2^n - 1 \leq t \leq 2^{n+1} - 1. \quad (2.1.2)$$

Define the random time $\sigma^{(n)}$ by

$$\sigma^{(n)} = \begin{cases} \inf \left\{ t \geq 0 : W^{(n)}(t) = \frac{I(2^n - 1) - \tilde{I}(2^n - 1)}{\lambda_n(2^{n+1} - 1)} \right\}, & \text{if } \lambda_n(2^{n+1} - 1) \neq 0, \\ \infty, & \text{otherwise.} \end{cases}$$
As $\lambda_n (2^{n+1} - 1)$ is a Gaussian random variable with mean zero and variance

$$\frac{4}{\pi^2} \int_{2n-1}^{2n+1-1} 2 \sin^2 \left( \frac{\pi(s - 2n + 1)}{2n} \right) ds = \frac{2^{n+2}}{\pi^2},$$

the time $\sigma^{(n)}$ is finite for almost every realization of the Brownian path $B_1$. Now, define $\tilde{W}^{(n)}$ as follows

$$\tilde{W}^{(n)}(t) = \begin{cases} 
-W^{(n)}(t) & \text{if } t \leq \sigma^{(n)} \\
W^{(n)}(t) - 2W^{(n)}(\sigma^{(n)}) & \text{if } t > \sigma^{(n)}.
\end{cases}$$

Conditional on $\{ (B_2(t), \tilde{B}_2(t)) : t \leq 2^n - 1 \}$, $\{Z_k\}_{k \geq 2}$ and $B_1$, $\sigma^{(n)}$ is a stopping time for $W^{(n)}$. Thus $\tilde{W}^{(n)}$ defined above is also a Brownian motion independent of $\{ (B_2(t), \tilde{B}_2(t)) : t \leq 2^n - 1 \}$, $\{Z_k\}_{k \geq 2}$ and $B_1$.

Finally, we set $Z_1^{(n)} = 2^{-n/2}W^{(n)}(2^n)$ and $\tilde{Z}_1^{(n)} = 2^{-n/2}\tilde{W}^{(n)}(2^n)$. Under this coupling we get

$$I(t) - \tilde{I}(t) = I(2^n - 1) - \tilde{I}(2^n - 1) + W^{(n)}(2^n \land \sigma^{(n)}) \lambda_n(t),$$

for $t \in [2^n - 1, 2^{n+1} - 1]$. In particular, $I(2^{n+1} - 1) - \tilde{I}(2^{n+1} - 1) \geq 0$ and equals to zero if and only if $\sigma^{(n)} \leq 2^n$. If $I(2^n - 1) - \tilde{I}(2^n - 1) = 0$, we synchronously couple $B_2, \tilde{B}_2$ after time $2^n - 1$. By induction, the coupling is defined for all time.

Now, we claim that the coupling constructed above gives the required bound on the coupling rate. Using Lévy’s characterization of Brownian motion and the fact that the $\{W^{(n)}\}_{n \geq 1}$ are independent of the Brownian path $B_1$, we obtain a Brownian
motion $B^*$ independent of $B_1$ such that for all $t \geq 0$,

$$
\sum_{k=0}^{\infty} \lambda_k \left( 2^{k+1} - 1 \right) W^{(k)} \left( \left( t - 2^k + 1 \right)^+ \wedge 2^k \right) = B^* (T(t)),
$$

where

$$
T(t) = \int_0^t \sum_{k=0}^{\infty} \lambda_k^2 \left( 2^{k+1} - 1 \right) \mathbb{1} \left( 2^k - 1 < s \leq 2^{k+1} - 1 \right) ds.
$$

Note that for any $n \geq 0$, the coupling happens after time $2^{n+1} - 1$ if and only if $\sigma^{(k)} > 2^k$ for all $k \leq n$, that is, $B^*(t) > (\tilde{a} - a) = -1$ for all $t \leq T(2^{n+1} - 1)$. Therefore, if for $y \in \mathbb{R}$, $\tau_y^*$ denoted the hitting time of level $y$ for the Brownian motion $B^*$, then we have

$$
\mathbb{P} \left( \tau > 2^{n+1} - 1 \right) = \mathbb{P} \left( \tau^*_{-1} > T(2^{n+1} - 1) \right).
$$

By a standard hitting time estimate for Brownian motion, we see that there is a constant $C > 0$ that does not depend on $b_1, b_2, a, \tilde{a}$ such that

$$
\mathbb{P} \left( \tau > 2^{n+1} - 1 \right) \leq C \mathbb{E} \left[ \frac{1}{\sqrt{T(2^{n+1} - 1)}} \right]. \tag{2.1.4}
$$

Thus, we need to obtain an estimate for the right hand side in (2.1.4). Note that $2^{-2n} T(2^{n+1} - 1)$ has the same distribution as

$$
\Psi_n := \frac{4}{\pi^2} \sum_{k=0}^{n} 2^{-2k} U_k^2,
$$

where the $U_k$ are i.i.d. standard Gaussian random variables.

For $n \geq 1$, $\Psi_n^{-1/2} \leq \Psi_1^{-1/2} \leq \pi (U_0^2 + U_1^2)^{-1/2}$. As $U_0^2 + U_1^2$ has density $re^{-r^2/2}dr$. 
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with respect to the Lebesgue measure for \( r \geq 0 \), we conclude that
\[
\mathbb{E} \left[ \pi \left( U_0^2 + U_1^2 \right)^{-1/2} \right] < \infty.
\]
Thus, for \( n \geq 1 \)
\[
\mathbb{E} \left[ \frac{1}{\sqrt{2^{-2n} T (2^{n+1} - 1)}} \right] = \mathbb{E} \left[ \Psi^{-1/2}_n \right] \leq \mathbb{E} \left[ \Psi^{-1/2}_1 \right] \leq \mathbb{E} \left[ \pi \left( U_0^2 + U_1^2 \right)^{-1/2} \right] < \infty.
\]

This, along with (4.3.5), implies that there is a positive constant \( C \) not depending on \( b_1, b_2, a, \tilde{a} \) such that for \( n \geq 1 \),
\[
\mathbb{P} \left( \tau > 2^{n+1} - 1 \right) \leq \frac{C}{2^n}.
\]

It is easy to check that the above inequality implies the lemma. \( \square \)

**Remark 2.1.2** ([BGM16]). Under the hypothesis of Lemma [2.1.1] it is not possible to obtain the given rate of decay of the probability of failing to couple by time \( t \) (coupling rate) with any Markovian coupling. The proof of this proceeds similar to that of [BK16, Lemma 3.1]. We sketch it here. Under any Markovian coupling \( \mu \), a simple Fubini argument shows that there exists a deterministic time \( t_0 > 0 \) such that \( \mu \left( B(t_0) \neq \tilde{B}(t_0) \right) > 0 \). Let \( \tau^B \) represent the first time when the Brownian motions \( B \) and \( \tilde{B} \) meet after time \( t_0 \) (which should happen at or before the coupling time of \( X \) and \( \tilde{X} \)). Let \( \mathcal{F}_{t_0} \) denote the filtration generated by \( B \) and \( \tilde{B} \) up to time \( t_0 \) and let \( \mathbb{E}_\mu \) denote expectation under the coupling law \( \mu \). Then, from the fact that the maximal coupling rate of Brownian motion (equivalently the total variation distance between \( B(t) \) and \( \tilde{B}(t) \)) decays like \( t^{-1/2} \), we deduce that for sufficiently large \( t \)
\[
\mu(\tau > t) = \mathbb{E}_\mu \mathbb{E}_\mu \left[ \tau > t \mid \mathcal{F}_{t_0} \right] \geq \mathbb{E}_\mu \mathbb{E}_\mu \left[ \tau^B > t \mid \mathcal{F}_{t_0} \right] \geq C_\mu (t - t_0)^{-1/2} \geq C_\mu t^{-1/2},
\]
where \( C_\mu \) denotes a positive constant that depends on the coupling \( \mu \). Thus, any Markovian coupling has coupling rate at least \( t^{-1/2} \), but the non-Markovian coupling described in Lemma 2.1.1 gives a rate of \( t^{-1} \).

The next proposition gives an estimate for the cumulative distribution function of the coupling time \( \tau \) for the coupling given in Lemma 2.1.1. The estimate gives a critical value \( t_0 \) dependent on the starting points \( a, \tilde{a} \) and the constant \( C \) that proves when there is a positive probability of failure to couple.

**Proposition 2.1.3.** Consider the coupling and the coupling time \( \tau \) given in Lemma 2.1.1. We have that

\[
\mathbb{P}(\tau \leq t) \leq C \left( t^2 - 1 \right) \frac{1}{|a - \tilde{a}|^2}.
\]

Moreover if we choose \( t < t_0 = \sqrt{\frac{1}{\sigma} |a - \tilde{a}|^2 + 1} \) then \( \mathbb{P}(\tau < t) < 1 \) and

\[
\mathbb{P} \left( \mathbf{X}_t \neq \tilde{\mathbf{X}}_t \text{ for } 0 < t < t_0 \right) > 0.
\]

**Proof.** First thing is note that \( B^* \) is independent of \( B_1 \), while \( T(t) \) is defined in terms of \( B_1 \). Thus \( B^* \) and \( T(t) \) are independent of each other. Since

\[
\mathbb{P} \left( \tau > 2^{n+1} - 1 \right) = \mathbb{P} \left( \tau^*_{(\tilde{a} - a)/2} > T \left( 2^{n+1} - 1 \right) \right)
\]

then \( 1 - \mathbb{P} \left( \tau > 2^{n+1} - 1 \right) = 1 - \mathbb{P} \left( \tau^*_{(\tilde{a} - a)/2} > T \left( 2^{n+1} - 1 \right) \right) \) which means that

\[
\mathbb{P} \left( \tau \leq 2^{n+1} - 1 \right) = \mathbb{P} \left( \tau^*_{(\tilde{a} - a)/2} \leq T \left( 2^{n+1} - 1 \right) \right).
\]
Since $\tau_{(a-\bar{a})/2}$ is almost surely not zero then

$$P(\tau \leq 2^{n+1} - 1) = P(\tau_{(a-\bar{a})/2} \leq T(2^{n+1} - 1))$$

$$= P\left(\frac{T(2^{n+1} - 1)}{\tau_{(a-\bar{a})/2}} \geq 1\right)$$

$$\leq E\left[\frac{T(2^{n+1} - 1)}{\tau_{(a-\bar{a})/2}}\right]$$

$$= E[T(2^{n+1} - 1)] E\left[\frac{1}{\tau_{(a-\bar{a})/2}}\right].$$

From Brownian motion hitting time estimates the density of $\tau_b^*$ is $|b|e^{-b^2/(2t)} \sqrt{2\pi t^3}$ so that $Y = \frac{b^2}{Z_2}$ where $Z \sim N(0, 1)$ and $Y \sim \tau_b^*$. So if $b = (a - \bar{a})/2$ then

$$E\left[\frac{1}{\tau_{(a-\bar{a})/2}}\right] = E\left(\frac{Z^2}{b^2}\right)$$

$$= \frac{1}{b^2} \frac{2\sigma^2 \sqrt{2\sigma^2}}{\sqrt{\pi}}$$

$$= \frac{C}{b^2}$$

$$= \frac{C}{|a - \bar{a}|^2}.$$

Now recall that

$$T(t) = \int_0^t \sum_{k=0}^{\infty} \lambda_k^2 \mathbb{I}(2^k - 1 < s \leq 2^{k+1} - 1) \, ds$$
where \( \lambda_k = \int_{2^{k-1}}^{2^{k+1}-1} \sqrt{2} \sin \left( \frac{\pi s}{2^{k+1}} \right) dB_1(s) \sim \mathcal{N}(0, 2^k) \). So that

\[
\mathbb{E} \left[ T \left( 2^{n+1} - 1 \right) \right] = \mathbb{E} \int_0^{2^{n+1}-1} \sum_{k=0}^{n} \lambda_k^2 \mathbb{I} \left( 2^k - 1 < s \leq 2^{k+1} - 1 \right) ds
\]

\[
= \mathbb{E} \sum_{k=0}^{n} \int_{2^k-1}^{2^{k+1}-1} \lambda_k^2 ds
\]

\[
= \sum_{k=0}^{n} 2^k \mathbb{E} \lambda_k^2
\]

\[
= \sum_{k=0}^{n} 2^{2k} = \sum_{k=0}^{n} 4^k
\]

\[
= \frac{4(1 - 4^{n+1})}{(1 - 4)}
\]

\[
= \frac{4}{3} \left( (2^{n+1})^2 - 1 \right)
\]

\[
= \frac{4}{3} \left( (2^{n+1}) - 1 \right) \left( (2^{n+1}) + 1 \right)
\]

\[
= \frac{4}{3} \left( (2^{n+1}) - 1 \right) \left( (2^{n+1}) - 1 + 2 \right).
\]

Thus

\[
\mathbb{P} \left( \tau \leq 2^{k+1} - 1 \right) \leq C \left( (2^{n+1})^2 - 1 \right) \frac{1}{|a - \tilde{a}|^2}.
\]

So that if \( 2^n \lambda \leq t \leq 2^n \) for \( \lambda < 1 \) then

\[
\mathbb{P} \left( \tau \leq t \right) \leq C \left( (2^n)^2 - 1 \right) \frac{1}{|a - \tilde{a}|^2}
\]

\[
\leq C \left( 2^{1/2} \lambda t^2 - 1 \right) \frac{1}{|a - \tilde{a}|^2}.
\]

Taking \( \lambda \to 1 \) we have that

\[
\mathbb{P} \left( \tau \leq t \right) \leq Ct (t + 2) \frac{1}{|a - \tilde{a}|^2}.
\]
Note that we can compute the constant $C$ explicitly above. By choosing $C t (t + 2) \frac{1}{|a - \tilde{a}|^2} < 1$ then $C (t^2 + 2t) < |a - \tilde{a}|^2$ so that $t < \sqrt{\frac{1}{C} |a - \tilde{a}|^2 + 1}$. Thus we know that there is a chance that this the Brownian motions doesn’t couple if $t < \sqrt{\frac{1}{C} |a - \tilde{a}|^2 + 1}$. 

The next lemma gives an estimate of the tail of the law of the stochastic integral \( \int_0^t B_2(s)dB_1(s) \) run until the first time $B_2$ hits zero.

**Lemma 2.1.4 ([BGM16]).** Let $B_1, B_2$ be independent Brownian motions with $B_2(0) = b > 0$. For $z \in \mathbb{R}$, let $\tau_z$ denote the hitting time of level $z$ by $B_2$. Then

\[
\mathbb{P} \left( \int_0^{\tau_0} B_2(s)dB_1(s) > y \right) \leq \frac{2b}{\sqrt{y}} \text{ for } y \geq b^2.
\]

**Proof.** For any level $z \geq b$, we can write

\[
\begin{align*}
\mathbb{P} \left( \int_0^{\tau_0} B_2(s)dB_1(s) > y \right) &= \\
\mathbb{P} \left( \int_0^{\tau_0} B_2(s)dB_1(s) > y, \tau_z < \tau_0 \right) &+ \mathbb{P} \left( \int_0^{\tau_0} B_2(s)dB_1(s) > y, \tau_z \geq \tau_0 \right) \\
\mathbb{P} (\tau_z < \tau_0) + \frac{\mathbb{E} \left[ \int_0^{\tau_0 \lor \tau_z} B_2^2(s)ds \right]}{y^2} &\leq \\
\mathbb{P} (\tau_z < \tau_0) + \frac{z^2}{y^2} \mathbb{E} [\tau_0 \lor \tau_z],
\end{align*}
\]

where the second step follows from Chebyshev’s inequality. From standard estimates for Brownian motion, $\mathbb{P} (\tau_z < \tau_0) = b/z$ and $\mathbb{E} [\tau_0 \lor \tau_z] = b(z - b) \leq bz$. Using these in the above, we get

\[
\mathbb{P} \left( \int_0^{\tau_0} B_2(s)dB_1(s) > y \right) \leq \frac{b}{z} + \frac{bz^3}{y^2}.
\]

As this bound holds for arbitrary $z \geq b$, the result follows by choosing $z = \sqrt{y}$. 
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Consider two coupled Brownian motions \((X, \tilde{X})\) on the Heisenberg group starting from \((b_1, b_2, a)\) and \((\tilde{b}_1, \tilde{b}_2, \tilde{a})\) respectively. A key object in our coupling construction for Brownian motions on the Heisenberg group \(\mathbb{H}^3\) will be the invariant difference of stochastic areas given by

\[
\begin{align*}
A(t) &= (a - \tilde{a}) + \left( \int_0^t B_1(s)dB_2(s) - \int_0^t B_2(s)dB_1(s) \right) \\
&\quad - \left( \int_0^t \tilde{B}_1(s)d\tilde{B}_2(s) - \int_0^t \tilde{B}_2(s)d\tilde{B}_1(s) \right) + B_1(t)\tilde{B}_2(t) - B_2(t)\tilde{B}_1(t).
\end{align*}
\] (2.1.5)

Note that the Lévy stochastic area is invariant under rotations of coordinates. If the Brownian motions \(B_1\) and \(\tilde{B}_1\) are synchronously coupled at all times, then as the covariation between \(B_1\) and \(B_2\) (and between \(B_1\) and \(\tilde{B}_2\)) is zero,

\[
A(t) - A(0) = -2 \int_0^t B_2(s)dB_1(s) + 2 \int_0^t \tilde{B}_2(s)d\tilde{B}_1(s),
\] (2.1.6)

where

\[
A(0) = a - \tilde{a} + b_1\tilde{b}_2 - b_2\tilde{b}_1,
\] (2.1.7)

for \(t \geq 0\). The next lemma establishes a control on the invariant difference evaluated at the time when the Brownian motions \(B_2\) and \(\tilde{B}_2\) first meet, provided they are reflection coupled up to that time.

**Lemma 2.1.5** ([BGM16]). Let \(B_1\) be a real-valued Brownian motion starting from \(b_1\), and let \(B_2, \tilde{B}_2\) be reflection coupled one-dimensional Brownian motions starting from \(b_2\) and \(\tilde{b}_2\) respectively. Consider the invariant difference of stochastic areas given by (2.1.5) with \(B_1 = \tilde{B}_1\). Define \(T_1 = \inf \{t \geq 0 : B_2(t) = \tilde{B}_2(t)\}\). Then there exists
a positive constant $C$ that does not depend on $b_1, b_2, \tilde{b}_2, a, \tilde{a}$ such that for any

$$t \geq \max \left\{ \left| b_2 - \tilde{b}_2 \right|^2, 2 \left| a - \tilde{a} + b_1 \tilde{b}_2 - b_2 \tilde{b}_1 \right| \right\},$$

we have the estimate

$$\mathbb{E} \left[ \frac{|A(T)|}{t} \wedge 1 \right] \leq C \left( \frac{|b_2 - \tilde{b}_2|}{\sqrt{t}} + \frac{|a - \tilde{a} + b_1 \tilde{b}_2 - b_2 \tilde{b}_1|}{t} \right).$$

**Proof.** In the proof, $C, C'$ will denote generic positive constants that do not depend on $b_1, b_2, \tilde{b}_2, a, \tilde{a}$, whose values might change from line to line. For any $t > 0$,

$$\mathbb{E} \left[ \frac{|A(T)|}{t} \wedge 1 \right] \leq \sum_{k=0}^{\infty} \mathbb{E} \left[ \frac{|A(T)|}{t} \wedge 1; 2^{-k-1}t < |A(T)| \leq 2^{-k}t \right] + \mathbb{P} \left( |A(T)| > t \right)$$

$$\leq \sum_{k=0}^{\infty} 2^{-k} \mathbb{P} \left( 2^{-k-1}t < |A(T)| \leq 2^{-k}t \right) + \mathbb{P} \left( |A(T)| > t \right)$$

$$\leq \sum_{k=0}^{\infty} 2^{-k} \mathbb{P} \left( |A(T)| \geq 2^{-k-1}t \right) + \mathbb{P} \left( |A(T)| > t \right). \quad (2.1.8)$$

As $B_2$ and $\tilde{B}_2$ are reflection coupled, we can rewrite (2.1.6) as

$$A(t) - A(0) = -2 \int_0^t \left( B_2(s) - \tilde{B}_2(s) \right) dB_1(s)$$

where $\frac{1}{2} \left( B_2 - \tilde{B}_2 \right)$ is a Brownian motion starting from $\frac{1}{2} \left( b_2 - \tilde{b}_2 \right)$ and independent
of $B_1$. By Lemma 2.1.4, for $t \geq \max \left\{ \left| b_2 - \tilde{b}_2 \right|^2, 2|A(0)| \right\}$,

$$
\mathbb{P} \left( |A(T_1)| > t \right) \leq \mathbb{P} \left( |A(T_1) - A(0)| > t - |A(0)| \right)
\leq \mathbb{P} \left( |A(T_1) - A(0)| > \frac{t}{2} \right) \leq C \frac{\left| b_2 - \tilde{b}_2 \right|}{\sqrt{t}}.
$$

(2.1.9)

Further, for $t \geq \max \left\{ \left| b_2 - \tilde{b}_2 \right|^2, 2|A(0)| \right\}$,

$$
\sum_{k=0}^{\infty} 2^{-k} \mathbb{P} \left( |A(T_1)| \geq 2^{-k} t \right) = \sum_{k: 2^{-k} t \leq \max \left\{ \left| b_2 - \tilde{b}_2 \right|^2, 2|A(0)| \right\}} 2^{-k} \mathbb{P} \left( |A(T_1)| \geq 2^{-k} t \right) + \sum_{k: 2^{-k} t > \max \left\{ \left| b_2 - \tilde{b}_2 \right|^2, 2|A(0)| \right\}} 2^{-k} \mathbb{P} \left( |A(T_1)| \geq 2^{-k} t \right).
$$

(2.1.10)

To estimate the first term on the right hand side of (2.1.10), let $k_0$ be the smallest integer $k$ such that $2^{-k} t \leq \max \left\{ \left| b_2 - \tilde{b}_2 \right|^2, 2|A(0)| \right\}$. Then,

$$
\sum_{k: 2^{-k} t \leq \max \left\{ \left| b_2 - \tilde{b}_2 \right|^2, 2|A(0)| \right\}} 2^{-k} \mathbb{P} \left( |A(T_1)| \geq 2^{-k} t \right)
\leq \sum_{k=k_0}^{\infty} 2^{-k} = 2^{-k_0} \frac{4}{t} 2^{-k_0 - 1} t \leq \frac{4}{t} \max \left\{ \left| b_2 - \tilde{b}_2 \right|^2, 2|A(0)| \right\}
\leq 8 \left( \frac{\left| b_2 - \tilde{b}_2 \right|^2}{t} + \frac{|A(0)|}{t} \right) \leq 8 \left( \frac{\left| b_2 - \tilde{b}_2 \right|}{\sqrt{t}} + \frac{|a - \tilde{a} + b_1 \tilde{b}_2 - b_2 \tilde{b}_1|}{t} \right),
$$

(2.1.11)

where we used the facts that $\frac{\left| b_2 - \tilde{b}_2 \right|^2}{t} \leq \frac{|b_2 - \tilde{b}_2|}{\sqrt{t}}$ for $t \geq \left| b_2 - \tilde{b}_2 \right|^2$ and $A(0) = a - \tilde{a} +$
using \( b_1\tilde{b}_2 - b_2\tilde{b}_1 \) to get the last inequality.

To estimate the second term on the right hand side of (2.1.10), we use Lemma 2.1.4 to get

\[
\sum_{k:2^{-k-1}t > t_{\max}} 2^{-k}\mathbb{P}\left( |A(T_1)| \geq 2^{-k-1}t \right) \leq \sum_{k:2^{-k-1}t > t_{\max}} 2^{-k/2} |b_2 - \tilde{b}_2| \leq C \left( \frac{|b_2 - \tilde{b}_2|}{\sqrt{t}} \sum_{k=0}^{\infty} 2^{-k/2} \leq C' \frac{|b_2 - \tilde{b}_2|}{\sqrt{t}} \right).
\]

Using (2.1.11) and (2.1.12) in (2.1.10),

\[
\sum_{k=0}^{\infty} 2^{-k}\mathbb{P}\left( |A(T_1)| \geq 2^{-k-1}t \right) \leq C \left( \frac{|b_2 - \tilde{b}_2|}{\sqrt{t}} + \frac{|a - \tilde{a} + b_1\tilde{b}_2 - b_2\tilde{b}_1|}{t} \right).
\]

Using (2.1.9) and (2.1.13) in (2.1.8), we complete the proof of the lemma.

### 2.2 Main result

Now, we state and prove our main theorem on coupling of Brownian motions on the Heisenberg group \( \mathbb{H}^3 \).

**Theorem 2.2.1** (BGM16). There exists a non-Markovian coupling \( (X, \tilde{X}) \) of two Brownian motions on the Heisenberg group starting from \( (b_1, b_2, a) \) and \( (\tilde{b}_1, \tilde{b}_2, \tilde{a}) \) respectively, and a constant \( C > 0 \) which does not depend on the starting points such
that the coupling time $\tau$ satisfies

$$
P(\tau > t) \leq C \left( \frac{|b - \tilde{b}|}{\sqrt{t}} + \frac{|a - \tilde{a} + b_1 \tilde{b}_2 - b_2 \tilde{b}_1|}{t} \right),
$$

for $t \geq \max \left\{ |b - \tilde{b}|^2, 2 |a - \tilde{a} + b_1 \tilde{b}_2 - b_2 \tilde{b}_1| \right\}$. Here $b = (b_1, b_2)$ and $\tilde{b} = (\tilde{b}_1, \tilde{b}_2)$.

**Proof.** We will explicitly construct the non-Markovian coupling. In the proof, $C$ will denote a generic positive constant that does not depend on the starting points.

Since the Lévy stochastic area is invariant under rotations of coordinates, it suffices to consider the case when $b_1 = \tilde{b}_1$. Recall the *invariant difference of stochastic areas* $A$ defined by (2.1.5). We will synchronously couple the Brownian motions $B_1$ and $\tilde{B}_1$ at all times. Recall that under this setup, the invariant difference takes the form (2.1.6). The coupling comprises the following two steps.

**Step 1.** We use a reflection coupling for $B_2$ and $\tilde{B}_2$ until the first time they meet. Let 

$$T_1 = \inf \left\{ t \geq 0 : B_2(t) = \tilde{B}_2(t) \right\}.
$$

**Step 2.** After time $T_1$ we apply the coupling strategy described in Lemma [2.1.1] to the diffusions

$$
\left\{ \left( B_1(t), B_2(t), A(T_1) + \int_{T_1}^t B_2(s) dB_1(s) \right) : t \geq T_1 \right\},
$$

$$
\left\{ \left( \tilde{B}_1(t), \tilde{B}_2(t), \int_{T_1}^t \tilde{B}_2(s) d\tilde{B}_1(s) \right) : t \geq T_1 \right\}.
$$

By standard estimates for the Brownian hitting time we have

$$
P(T_1 > t) \leq \frac{C |b_2 - \tilde{b}_2|}{\sqrt{t}} \tag{2.2.1}
$$
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for $t \geq \left| b_2 - \tilde{b}_2 \right|^2$. By Lemma 2.1.1 and Lemma 2.1.5 for $t \geq \max \left\{ \left| b_2 - \tilde{b}_2 \right|^2, 2 |A(0)| \right\}$,

$$\mathbb{P}(\tau - T_1 > t) \leq C \mathbb{E} \left[ \frac{|A(T_1)|}{t} \wedge 1 \right] \leq C \left( \frac{|b_2 - \tilde{b}_2|}{\sqrt{t}} + \frac{|a - \tilde{a} + b_1 \tilde{b}_2 - b_2 \tilde{b}_1|}{t} \right). \quad (2.2.2)$$

Equations (2.2.1) and (2.2.2) together yield the required tail bound on the coupling time probability stated in the theorem.

An interesting observation to note from Theorem 2.2.1 is that, if the Brownian motions start from the same point, then the coupling rate is significantly faster.

The above coupling can be used to get sharp estimates on the total variation distance between the laws of two Brownian motions on the Heisenberg group starting from distinct points.

**Theorem 2.2.2 ([BGM16]).** If $d_{TV}$ denotes the total variation distance between probability measures, and $\mathcal{L}(X_t), \mathcal{L}(\tilde{X}_t)$ denote the laws of Brownian motions on the Heisenberg group starting from $(b_1, b_2, a)$ and $(\tilde{b}_1, \tilde{b}_2, \tilde{a})$ respectively, then there exists positive constants $C_1, C_2$ not depending on the starting points such that

$$d_{TV}(\mathcal{L}(X_t), \mathcal{L}(\tilde{X}_t)) \leq C_1 \left( \frac{|b - \tilde{b}|}{\sqrt{t}} + \frac{|a - \tilde{a} + b_1 \tilde{b}_2 - b_2 \tilde{b}_1|}{t} \right)$$

$$d_{TV}(\mathcal{L}(X_t), \mathcal{L}(\tilde{X}_t)) \geq C_2 \left( \frac{|b - \tilde{b}|}{\sqrt{t}} \mathbb{1}(b \neq \tilde{b}) + \frac{|a - \tilde{a}|}{t} \mathbb{1}(b = \tilde{b}) \right)$$

for $t \geq \max \left\{ \left| b - \tilde{b} \right|^2, 2 |a - \tilde{a} + b_1 \tilde{b}_2 - b_2 \tilde{b}_1| \right\}$.
Proof. The upper bound on the total variation distance follows from Theorem 2.2.1 and the Aldous’ inequality (1.1.1).

To prove the lower bound, we first address the case \( b \neq \tilde{b} \). It is straightforward to see from the definition of the total variation distance that

\[
\text{d}_{TV}\left(\mathcal{L}(X_t), \mathcal{L}(\tilde{X}_t)\right) \geq \text{d}_{TV}\left(\mathcal{L}(B_t), \mathcal{L}(\tilde{B}_t)\right).
\]

Thus, when \( b \neq \tilde{b} \), the lower bound in the theorem follows from the standard estimate on the total variation distance between the laws of Brownian motions using the reflection principle

\[
\text{d}_{TV}\left(\mathcal{L}(B_t), \mathcal{L}(\tilde{B}_t)\right) = P\left(|N(0, 1)| \leq \frac{|b - \tilde{b}|}{2\sqrt{t}}\right) \geq \frac{1}{\sqrt{2\pi e}} \frac{|b - \tilde{b}|}{\sqrt{t}}.
\]

where \( N(0, 1) \) denotes a standard Gaussian variable.

Now, we deal with the case \( b = \tilde{b} \). As the generator of Brownian motion on the Heisenberg group is hypoelliptic, the law of Brownian motion starting from \((u, v, w)\) has a density with respect to the Lebesgue measure on \( \mathbb{R}^3 \) which coincides with the Haar measure on \( \mathbb{H}^3 \). We denote by \( p_t^{(u,v,w)}(\cdot, \cdot, \cdot) \) this density (the heat kernel) at time \( t \). The heat kernel \( p_t^{(u,v,w)}(x, y, z) \) is a symmetric function of \(((u, v, w), (x, y, z)) \in \mathbb{H}^3 \times \mathbb{H}^3\) and is invariant under left multiplication, that is, \( p_t^{(u,v,w)}(x, y, z) = p_t^{((u, v, w)^{-1})}(x, y, z) = p_t^{((x, y, z)(u, v, w)^{-1})} \). Using the fact that \((u, v, w)^{-1} = (-u, -v, -w)\) we see that

\[
p_t^{(u,v,w)}(x, y, z) = p_t^e(x - u, y - v, z - w - uy + vx), \text{ where } e = (0, 0, 0). \tag{2.2.3}
\]
Then

\[
d_{TV} \left( \mathcal{L}(X_t) , \mathcal{L}(\tilde{X}_t) \right) = \int_{\mathbb{R}^3} \left| p_t^{(b_1, b_2, a)}(x, y, z) - p_t^{(b_1, b_2, \tilde{a})}(x, y, z) \right| \, dx \, dy \, dz
\]

\[
= \int_{\mathbb{R}^3} \left| p_t^e(x - b_1, y - b_2, z - a - b_1y + b_2x) - p_t^e(x - b_1, y - b_2, z - \tilde{a} - b_1y + b_2x) \right| \, dx \, dy \, dz
\]

\[
= \int_{\mathbb{R}^3} \left| p_t^e(x, y, z - a) - p_t^e(x, y, z - \tilde{a}) \right| \, dx \, dy \, dz
\]

\[
\geq \int_{\mathbb{R}} \left| f_t(z - a) - f_t(z - \tilde{a}) \right| \, dz,
\]

where \( f_t \) denotes the density with respect to the Lebesgue measure of the Lévy stochastic area at time \( t \) when the driving Brownian motion starts at the origin. The third equality above follows by a simple change of variable formula and the last step follows from two applications of the inequality \( \left| \int_{\mathbb{R}} f(x) \, dx \right| \leq \int_{\mathbb{R}} |f(x)| \, dx \) for real-valued measurable \( f \).

From Brownian scaling, it is easy to see that

\[
f_t(z) = \frac{1}{t} f_1 \left( \frac{z}{t} \right), \quad z \in \mathbb{R}.
\]

Substituting this in the above and using the change of variable formula again, we get

\[
d_{TV} \left( \mathcal{L}(X_t) , \mathcal{L}(\tilde{X}_t) \right) \geq \int_{\mathbb{R}} \left| f_1 \left( z - \frac{a}{t} \right) - f_1 \left( z - \frac{\tilde{a}}{t} \right) \right| \, dz
\]

\[
= \int_{\mathbb{R}} \left| f_1 \left( z - \frac{a - \tilde{a}}{t} \right) - f_1 (z) \right| \, dz
\]

\[
\geq \int_{|z| \geq 1} \left| f_1 \left( z - \frac{a - \tilde{a}}{t} \right) - f_1 (z) \right| \, dz.
\]
The explicit form of $f_1$ is well-known (see, for example, [Yor91] or [Neu96, p. 32])

\[ f_1(z) = \frac{1}{\cosh \pi z}, \quad z \in \mathbb{R}. \]

Without loss of generality, we assume $a > \tilde{a}$. By the mean value theorem and the assumption made in the theorem that $\frac{a - \tilde{a}}{t} \leq \frac{1}{2}$,

\[
|f_1\left(z - \frac{a - \tilde{a}}{t}\right) - f_1(z)| \geq \frac{a - \tilde{a}}{t} \inf_{\zeta \in [z - \frac{a - \tilde{a}}{t}, z]} |f_1'(\zeta)| \\
\quad \geq \frac{a - \tilde{a}}{t} \inf_{\zeta \in [\frac{1}{2}, z]} |f_1'(\zeta)|.
\]

We can explicitly compute

\[
|f_1'(\zeta)| = \frac{2\pi|e^{\pi\zeta} - e^{-\pi\zeta}|}{(e^{\pi\zeta} + e^{-\pi\zeta})^2}.
\]

This is an even function which is strictly decreasing for $\zeta \geq 1/2$. Thus, for $|z| \geq 1$,

\[
\inf_{\zeta \in [\frac{1}{2}, z]} |f_1'(\zeta)| \geq |f_1'(3z/2)|.
\]

Thus,

\[
d_{TV}\left(\mathcal{L}(X_t), \mathcal{L}(\tilde{X}_t)\right) \geq \int_{|z| \geq 1} |f_1\left(z - \frac{a - \tilde{a}}{t}\right) - f_1(z)| \, dz \\
\quad \geq \frac{|a - \tilde{a}|}{t} \int_{|z| \geq 1} |f_1'(3z/2)| \, dz = C_2 \frac{|a - \tilde{a}|}{t},
\]

which completes the proof of the theorem.

Several remarks are in order.
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Remark 2.2.3 ([BGM16]). Theorem 2.2.2 shows that the non-Markovian coupling strategy we constructed is, in fact, an efficient coupling strategy in the sense that the coupling rate decays according to the same power of $t$ as the total variation distance between the laws of the Brownian motions $X$ and $\tilde{X}$. We refer to [BK16, Definition 1] for the precise notion of efficiency.

Remark 2.2.4 ([BGM16]). Although we have stated our results without any quantitative bounds on the constants appearing in the coupling time and total variation estimates, it is possible to track concrete numerical bounds from the proofs presented above.

We need the following elementary fact. For any $x \geq 0$ and $0 \leq y \leq 1$

$$x + y \leq \sqrt{2} \left( x^2 + y \right)^{\frac{1}{2}}. \quad (2.2.4)$$

Indeed,

$$(x + y)^2 \leq 2x^2 + 2y^2 \leq 2 \left( x^2 + y \right),$$

since $y \leq 1$. This immediately gives us the following result.

Proposition 2.2.5 ([BGM16]). Assume that $\left| a - \tilde{a} + b_1 \tilde{b}_2 - b_2 \tilde{b}_1 \right| < 1$. Then there exists a constant $C > 0$ such that

$$\mathbb{P} \left( \tau > t \right) \leq \frac{C}{\sqrt{t}} d_{CC} \left( (b_1, b_2, a), (\tilde{b}_1, \tilde{b}_2, \tilde{a}) \right)$$

for $t \geq \max \left\{ \left| b - \tilde{b} \right|^2, 2 \left| a - \tilde{a} + b_1 \tilde{b}_2 - b_2 \tilde{b}_1 \right|, 1 \right\}$. 
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Proof. Since \( t > 1 \), then \( \frac{1}{t} \leq \frac{1}{\sqrt{t}} \), so by Theorem 2.2.1

\[
\mathbb{P}(\tau > t) \leq C \left( \frac{|\mathbf{b} - \mathbf{\tilde{b}}|}{\sqrt{t}} + \frac{|a - \mathbf{\tilde{a}} + b_1\mathbf{\tilde{b}}_2 - b_2\mathbf{\tilde{b}}_1|}{t} \right)
\]

\[
\leq \frac{C}{\sqrt{t}} \left( |\mathbf{b} - \mathbf{\tilde{b}}| + |a - \mathbf{\tilde{a}} + b_1\mathbf{\tilde{b}}_2 - b_2\mathbf{\tilde{b}}_1| \right)
\]

\[
\leq \frac{C}{\sqrt{t}} \left( |\mathbf{b} - \mathbf{\tilde{b}}|^2 + |a - \mathbf{\tilde{a}} + b_1\mathbf{\tilde{b}}_2 - b_2\mathbf{\tilde{b}}_1| \right)^{\frac{1}{2}}
\]

where we used (2.2.4) in the last inequality. Now we consider

\[
\rho \left( (b_1, b_2, a), (\mathbf{\tilde{b}}_1, \mathbf{\tilde{b}}_2, \mathbf{\tilde{a}}) \right) = \left( |\mathbf{b} - \mathbf{\tilde{b}}|^2 + |a - \mathbf{\tilde{a}} + b_1\mathbf{\tilde{b}}_2 - b_2\mathbf{\tilde{b}}_1| \right)^{\frac{1}{2}},
\]

as defined by (1.1.6). Recall from Section 1.1 that this pseudo-metric is equivalent to the Carnot-Carathéodory distance \( d_{CC} \left( (b_1, b_2, a), (\mathbf{\tilde{b}}_1, \mathbf{\tilde{b}}_2, \mathbf{\tilde{a}}) \right) \). This gives us the desired inequality.

\[\square\]

Liouville type theorems have been known for the Heisenberg group and other types of Carnot groups (e.g. [BLU07, Theorem 5.8.1]). Using the coupling we constructed, we derive a functional inequality (a form of which appeared as [BBBC08, Equation (24)]) which consequently gives us the Liouville property rather easily.

In the following, for any bounded measurable function \( u : \mathbb{H}^3 \to \mathbb{R} \) and any \( x \in \mathbb{H}^3 \), we define

\[
P_t u(x) = \mathbb{E} u(X_t^x),
\]

where \( X^x \) is a Brownian motion on the Heisenberg group starting from \( x \). By \( \| \cdot \|_\infty \) we denote the sup norm.
Corollary 2.2.6 ([BGM16]). For any bounded \( u \in C^\infty(\mathbb{H}^3) \) there exists a positive constant \( C \), which does not depend on \( u \), such that for any \( t \geq 1 \)

\[
\| \nabla \mathcal{H} P_t u \|_\infty \leq \frac{C}{\sqrt{t}} \| u \|_\infty.
\]  

(2.2.5)

Consequently, if \( \Delta \mathcal{H} u = 0 \), then \( u \) is a constant.

\textit{Proof.} Fix \( t \geq 1 \). Take two distinct points \((b_1, b_2, a)\) and \((\tilde{b}_1, \tilde{b}_2, \tilde{a})\) in \((\mathbb{H}^3, d_{CC})\) sufficiently close to \((b_1, b_2, a)\) with respect to the distance \( d_{CC} \) in such a way that

\[
\max \left\{ |b - \tilde{b}|^2, 2|a - \tilde{a} - b_1 \tilde{b}_2 - b_2 \tilde{b}_1| \right\} \leq 1.
\]

Then, using the coupling \((X, \tilde{X})\) constructed in Theorem 2.2.1 and by Proposition 2.2.5 we get

\[
|P_t u(b_1, b_2, a) - P_t u(\tilde{b}_1, \tilde{b}_2, \tilde{a})| = \left| \mathbb{E} \left( u(X_t) - u(\tilde{X}_t) : \tau > t \right) \right|
\]

\[
\leq 2 \| u \|_\infty \mathbb{P}(\tau > t) \leq \frac{2C}{\sqrt{t}} \| u \|_\infty d_{CC} \left( (b_1, b_2, a) , (\tilde{b}_1, \tilde{b}_2, \tilde{a}) \right).
\]

Dividing by \( d_{CC} \left( (b_1, b_2, a) , (\tilde{b}_1, \tilde{b}_2, \tilde{a}) \right) \) on both sides above and taking a supremum over all points \((b_1, \tilde{b}_2, \tilde{a}) \neq (b_1, b_2, a)\), we get (2.2.5).

Finally if \( \Delta \mathcal{H} u = 0 \), then \( P_t u = u \) for all \( t \geq 0 \). Taking \( t \to \infty \) in (2.2.5), we get \( \nabla \mathcal{H} u \equiv 0 \) and hence \( u \in C^\infty(\mathbb{H}^3) \) is constant by [BLU07, Proposition 1.5.6].
Chapter 3

Gradient estimates in the 3-dimensional Heisenberg group

The goal of this chapter is to prove gradient estimates using the coupling construction introduced earlier. Let $x = (b_1, b_2, a)$ and $\tilde{x} = (\tilde{b_1}, \tilde{b_2}, \tilde{a})$. We let $(X, \tilde{X})$ be the non-Markovian coupling of two Brownian motions $X$ and $\tilde{X}$ on the Heisenberg group starting from $x$ and $\tilde{x}$ respectively as described in Theorem 2.2.1. For a set $Q$, define the exit time of a process $X_t$ from this set by

$$\tau_Q (X) = \inf \{ t > 0 : X_t \notin Q \}.$$

The oscillation of a function over a set $Q$ is defined by

$$\text{osc}_Q u \equiv \sup_Q u - \inf_Q u.$$
3.1 Preliminary results

Before we can formulate and prove the main results of this section, Theorems 3.2.1 and 3.2.3, we need two preliminary results. Lemma 3.1.1 gives second moment estimates for \( \sup_{t \leq \tau \wedge 1} |\int_0^t (B_2(s) - b_2)dB_1(s)| \), \( \sup_{t \leq \tau \wedge 1} |B_1(t) - b_1| \) and \( \sup_{t \leq \tau \wedge 1} |B_2(t) - b_2| \) under the coupling constructed above, when the coupled Brownian motions start from the same point \((b_1, b_2)\). It would be natural to want to apply here Burkholder-Davis-Gundy (BDG) inequalities such as [KS91, p. 163]) which give sharp estimates of moments of \( \sup_{t \leq T} |M_t| \) for any continuous local martingale \( M \) in terms of the moments of its quadratic variation \( \langle M \rangle_T \) when \( T \) is a stopping time. But the coupling time \( \tau \) is not a stopping time with respect to the filtration generated by \((B_1, B_2)\), and therefore we cannot apply these inequalities to get the moment estimates.

Lemma 3.1.1 ([BGM16]). Consider the coupling of the diffusions

\[
\begin{align*}
&\left\{ \left( B_1(t), B_2(t), a + \int_0^t B_2(s)dB_1(s) \right) : t \geq 0 \right\} \\
&\left\{ \left( \tilde{B}_1(t), \tilde{B}_2(t), \tilde{a} + \int_0^t \tilde{B}_2(s)d\tilde{B}_1(s) \right) : t \geq 0 \right\},
\end{align*}
\]

described in Lemma 2.1.1, with \( B_1(0) = \tilde{B}_1(0) = b_1 \), \( B_2(0) = \tilde{B}_2(0) = b_2 \) and \( a > \tilde{a} \), with coupling time \( \tau \). Then there exists a positive constant \( C \) not depending on \( b_1, b_2, a, \tilde{a} \) such that we have the following

\( i) \quad \mathbb{E} \left( \sup_{t \leq \tau \wedge 1} \left| \int_0^t (B_2(s) - b_2)dB_1(s) \right| \right)^2 \leq C \mathbb{E}(\tau \wedge 1)^2, \)

\( ii) \quad \mathbb{E} \left( \sup_{t \leq \tau \wedge 1} |B_1(t) - b_1| \right)^4 \leq C \mathbb{E}(\tau \wedge 1)^2, \)

\( iii) \quad \mathbb{E} \left( \sup_{t \leq \tau \wedge 1} |B_2(t) - b_2| \right)^4 \leq C \mathbb{E}(\tau \wedge 1)^2. \)
Proof. In this proof, $C$ will denote a generic positive constant whose value does not depend on $b_1, b_2, a, \tilde{a}$. Our basic strategy will be to find appropriate enlargements of the natural filtration generated by $(B_1, B_2)$ under which $\tau$ becomes a stopping time, and then use the Burkholder-Davis-Gundy inequality.

It suffices to prove the statement for $b_1 = b_2 = 0$. Moreover, using scaling of Brownian motion, it is straightforward to check that it is sufficient to prove the statement with $a - \tilde{a} = 1$ and $\tau \wedge 1$ replaced by $\tau \wedge M$ (for arbitrary $M > 0$). We write $B_2(t) = Y_1(t) + Y_2(t)$, where

$$
Y_1(t) = \sum_{n=0}^{\infty} 2^{n/2} Z_1^{(n)} g_{n,1}((t - 2^n + 1)^+ \wedge 2^n)
$$

$$
Y_2(t) = \sum_{n=0}^{\infty} 2^{n/2} \left( \frac{(t - 2^n + 1)^+ \wedge 2^n}{2^n} Z_0^{(n)} + \sum_{k=2}^{\infty} Z_k^{(n)} g_{n,k}((t - 2^n + 1)^+ \wedge 2^n) \right) 
$$

(3.1.1)

with $g_{n,k}(t) = g_{2^n,k}(t)$ as defined in the Karhunen-Loève expansion [4.3.3] and $Z_0^{(n)} = 2^{-n/2} G^{(2^n)}$ for a a Gaussian variable with mean zero and variance $2^n$ as we used in (4.3.2).

Consider the filtration

$$
\mathcal{F}_t^* = \sigma \left( \{B_1(s) : s \leq t\} \cup \{W^{(n)}(s) : n \geq 0, 0 \leq s \leq \infty\} \cup \{Z_k^{(n)} : n \geq 0, k \geq 2\} \right).
$$

We assume without loss of generality that $\{\mathcal{F}_t^*\}_{t \geq 0}$ is augmented, in the sense that all the null sets of $\mathcal{F}_\infty^*$ and their subsets lie in $\mathcal{F}_0^*$. We claim that $\tau$ is a stopping time under the above filtration. To see this, recall that by the definition of coupling time, the coupled processes must evolve together after the coupling time and thus, by the
coupling construction given in Lemma 2.1.1 (in particular, see (2.1.3)),

\[ \mathbb{P}[\tau \in \{2^{n+1} - 1 : n \geq 0\}] = 1. \quad (3.1.2) \]

Thus, to show that \( \tau \) is a stopping time with respect to \( \mathcal{F}^*_t \), it suffices to show that \( \{\tau > 2^{n+1} - 1\} \) is measurable with respect to \( \mathcal{F}^*_{2^{n+1}-1} \) for each \( n \geq 0 \). This is because, for \( t \in [2^{n+1} - 1, 2^{n+2} - 1) \) \( (n \geq 0) \),

\[ \{\tau > t\} = \{\tau > 2^{n+1} - 1\} \]

almost surely with respect to the coupling measure \( \mathbb{P} \), by (3.1.2). Note that for any \( n \geq 0 \),

\[ \{\tau > 2^{n+1} - 1\} = \bigcap_{m=0}^{n} \{\sigma^{(m)} > 2^m\}. \]

Recall that

\[ \sigma^{(m)} = \inf \{t \geq 0 : W^{(m)}(t) = \]

\[ - \left( I(2^m - 1) - \tilde{I}(2^m - 1) \right) \Bigg/ \left( 2 \int_{2^m-1}^{2^{m+1}-1} g_{m,1}(s - 2^m + 1) dB_1(s) \right) \]

and on the event \( \{\tau > 2^{m+1} - 1\} \),

\[ B_2(s) - \tilde{B}_2(s) = Y_1(s) - \tilde{Y}_1(s) = 2Y_1(s), \quad \text{for all } 0 \leq s \leq 2^{m+1} - 1. \]

As \( \{Y_1(t) : 0 \leq t \leq 2^{m+1} - 1\} \) depends measurably on \( \{Z^{(k)}_1 : 0 \leq k \leq m\} \) and hence on \( \{W^{(k)}(s) : k \geq 0, 0 \leq s < \infty\} \), the above representation for \( \sigma^{(m)} \) implies that the event \( \{\sigma^{(m)} > 2^m\} \) is measurable with respect to \( \mathcal{F}^*_{2^{m+1}-1} \). Thus, for each
$n \geq 0, \{ \tau > 2^{n+1} - 1 \}$ is measurable with respect to $\mathcal{F}_{2^{n+1}-1}^*$ and hence, $\tau$ is indeed a stopping time with respect to $\{ \mathcal{F}_t^* \}_{t \geq 0}$.

Also, note that $\left( \int_0^t B_2(s) dB_1(s) \right)_{t \geq 0}$ remains a continuous martingale under this enlarged filtration. Thus, by the Burkholder-Davis-Gundy inequality, we get

$$\mathbb{E} \left( \sup_{t \leq \tau \wedge M} \left| \int_0^t B_2(s) dB_1(s) \right| \right)^2 \leq C \mathbb{E} \left( \int_0^{\tau \wedge M} B_2^2(s) ds \right) \leq C \mathbb{E} \left( \sup_{t \leq \tau \wedge M} |B_2(t)| \right)^2 (\tau \wedge M).$$

Now, by the Cauchy-Schwarz inequality

$$\mathbb{E} \left( \left( \sup_{t \leq \tau \wedge M} |B_2(t)| \right)^2 (\tau \wedge M) \right) \leq \left( \mathbb{E} \left( \sup_{t \leq \tau \wedge M} |B_2(t)| \right)^4 \right)^{1/2} \left( \mathbb{E}(\tau \wedge M)^2 \right)^{1/2}.$$

Thus, to complete the proof (i) and (iii), it suffices to show that

$$\mathbb{E} \left( \left( \sup_{t \leq \tau \wedge M} |B_2(t)| \right)^4 \right) \leq C \mathbb{E}(\tau \wedge M)^2.$$

To show this, define the Brownian motion

$$W(t) = \sum_{n=0}^{\infty} W^{(n)} \left( (t - 2^n + 1)^+ \wedge 2^n \right)$$

and the following (augmented) filtration

$$\mathcal{F}_t^{**} = \sigma \left( \{(B_1(s), W(s)) : s \leq t\} \cup \{Z_k^{(n)} : n \geq 0, k \geq 2\} \right).$$

Exactly as before, we can check that $\tau$ is a stopping time with respect to this new
filtration and \( W \) is a Brownian motion (hence a continuous martingale) under it. From the representation (3.1.1), note that

\[
\sup_{t \leq \tau \wedge M} |Y_1(t)| = \frac{\sqrt{2}}{\pi} \sup_{n: 2^{n+1} - 1 \leq \tau \wedge M} |W(2^{n+1} - 1) - W(2^n - 1)| \leq \frac{2\sqrt{2}}{\pi} \sup_{t \leq \tau \wedge M} |W(t)|.
\]

Thus, by the Burkholder-Davis-Gundy inequality

\[
\mathbb{E}\left( \sup_{t \leq \tau \wedge M} |Y_1(t)| \right)^4 \leq \frac{64}{\pi^4} \mathbb{E}\left( \sup_{t \leq \tau \wedge M} |W(t)| \right)^4 \leq C\mathbb{E}(\tau \wedge M)^2.
\] (3.1.3)

To estimate \( \sup_{t \leq \tau \wedge M} |Y_2(t)| \), note that \( Y_2 \) and \( \tau \) are independent. Thus, by a conditioning argument, it suffices to show that for fixed \( T > 0 \),

\[
\mathbb{E}\left( \sup_{t \leq T} |Y_2(t)| \right)^4 \leq CT^2.
\] (3.1.4)

To see this, observe that \( Y_2(t) = B_2(t) - Y_1(t) \) for each \( t \geq 0 \) and thus

\[
\sup_{t \leq T} |Y_2(t)| \leq \sup_{t \leq T} |B_2(t)| + \sup_{t \leq T} |Y_1(t)|.
\]

Again by the Burkholder-Davis-Gundy inequality

\[
\mathbb{E}\left( \sup_{t \leq T} |B_2(t)| \right)^4 \leq CT^2.
\]

By exactly the same argument as the one used to estimate the supremum of \( Y_1 \), but now applied to a fixed time \( T \), we get

\[
\mathbb{E}\left( \sup_{t \leq T} |Y_1(t)| \right)^4 \leq CT^2.
\]
The two estimates above yield (3.1.4), and hence complete the proof of (i) and (iii).

Similarly, (ii) follows from the fact that $B_1$ is a Brownian motion under the filtration $\mathcal{F}_t^*$ for $t \geq 0$ and the Burkholder-Davis-Gundy inequality. 

The next lemma estimates $\mathbb{E}(\tau \wedge 1)$. 

**Lemma 3.1.2 [BGM16].** Under the coupling of Lemma 2.1.1, there exists a positive constant $C$ not depending on $b_1, b_2, a, \tilde{a}$ such that

$$
\mathbb{E}(\tau \wedge 1)^2 \leq C(|a - \tilde{a}| \wedge 1).
$$

**Proof.** Without loss of generality, we assume $|a - \tilde{a}| \leq 1$. We can write

$$
\mathbb{E}(\tau \wedge 1)^2 = \int_0^1 \mathbb{P}(\tau > \sqrt{t}) dt \\
\leq |a - \tilde{a}|^2 + \int_{|a - \tilde{a}|^2}^1 \mathbb{P}(\tau > \sqrt{t}) dt.
$$

From Lemma 2.1.1, we get a constant $C$ that does not depend on $b_1, b_2, a, \tilde{a}$ such that for $t > |a - \tilde{a}|^2$,

$$
\mathbb{P}(\tau > \sqrt{t}) \leq C \frac{|a - \tilde{a}|}{\sqrt{t}}.
$$

Using this we get

$$
\mathbb{E}(\tau \wedge 1)^2 \leq |a - \tilde{a}|^2 + C |a - \tilde{a}| \int_0^1 \frac{1}{\sqrt{t}} dt \leq (1 + 2C) |a - \tilde{a}|,
$$

which proves the lemma. 
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3.2 The gradient estimate

Let $D \subset \mathbb{H}^3$ be a domain. Later in Theorem 3.2.3 we give gradient estimates for harmonic functions in $D$, but we start by a result on the coupling time $\tau$. Define the Heisenberg ball of radius $r > 0$ with respect to the distance $\rho$

$$B(x, r) = \{y \in \mathbb{H}^3 : \rho(x, y) < r\}.$$

Recall that $\rho$ is the pseudo-metric equivalent to $d_{CC}$ defined by (1.1.6). For $x \in D$, let $\delta_x = \rho(x, D^c)$.

Consider the coupling of two Brownian motions on the Heisenberg group $X$ and $\tilde{X}$ starting from points $x, \tilde{x} \in D$ respectively as described by Theorem 2.2.1. We choose these points in such a way that $\rho(x, \tilde{x})$ is small enough compared to $\delta_x$. The following theorem estimates the probability (as a function of $\delta_x$ and $\rho(x, \tilde{x})$) that one of the processes exits the ball $B(x, \delta_x)$ before coupling happens. This turns out to be pivotal in proving the gradient estimate.

**Theorem 3.2.1** ([BGM16]). Let $x = (b_1, b_2, a) \in D, \tilde{x} = (\tilde{b}_1, \tilde{b}_2, \tilde{a}) \in D$ such that $\rho(x, \tilde{x}) < \delta_x/32, |b - \tilde{b}| \leq 1$ and $|a - \tilde{a} + b_1\tilde{b}_2 - b_2\tilde{b}_1| \leq 1/2$. Then, under the same coupling of Theorem 2.2.1, there exists a constant $C > 0$ that does not depend on $x, \tilde{x}$ such that

$$\mathbb{P}\left(\tau > \tau_{B(x,\delta_x)}(X) \wedge \tau_{B(x,\delta_x)}(\tilde{X})\right) \leq C \left(1 + \frac{1}{\delta_x} + \frac{1}{\delta_x^4} + \frac{(1 + \delta_x)^3}{\delta_x^4}\right) \rho(x, \tilde{x}).$$

**Proof.** In this proof, $C$ will denote a generic positive constant (whose value might change from line to line) that does not depend on $x, \tilde{x}$. 
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Let $\hat{b}_i = \frac{b_i + \tilde{b}_i}{2}$ for $i = 1, 2$ and $\hat{a} = \frac{a + \tilde{a}}{2}$. We define the Heisenberg cube by

$$Q = \left\{ (y_1, y_2, y_3) \in \mathbb{R}^3 : \max_{i=1,2} |y_i - \hat{b}_i| \leq \frac{\delta_x}{8}, |\hat{a} - y_3 + \hat{b}_1 y_2 - \hat{b}_2 y_1| \leq \frac{\delta_x^2}{16} \right\}.$$ 

Write $\hat{x} = (\hat{b}_1, \hat{b}_2, \hat{a})$. It is straightforward to check that $\rho(x, \hat{x}) \leq \rho(x, \tilde{x})/\sqrt{2} < \delta_x/32\sqrt{2}$. Moreover, for $y \in Q$

$$\rho(\hat{x}, y) = \left( |y_1 - \hat{b}_1|^2 + |y_2 - \hat{b}_2|^2 + |\hat{a} - y_3 + \hat{b}_1 y_2 - \hat{b}_2 y_1| \right)^{1/2} \leq |y_1 - \hat{b}_1| + |y_2 - \hat{b}_2| + |\hat{a} - y_3 + \hat{b}_1 y_2 - \hat{b}_2 y_1|^{1/2} \leq \delta_x/2.$$ 

Thus, by the triangle inequality, for any $y \in Q$

$$\rho(x, y) \leq \rho(x, \hat{x}) + \rho(\hat{x}, y) < \delta_x$$

and hence, $Q \subset B(x, \delta_x)$. Note that we can write $Q = Q_1 \cap Q_2$ where

$$Q_1 = \left\{ (y_1, y_2, y_3) \in \mathbb{R}^3 : \max_{i=1,2} |y_i - \hat{b}_i| \leq \frac{\delta_x}{8} \right\},$$

$$Q_2 = \left\{ (y_1, y_2, y_3) \in \mathbb{R}^3 : |\hat{a} - y_3 + \hat{b}_1 y_2 - \hat{b}_2 y_1| \leq \frac{\delta_x^2}{16} \right\}.$$ 

As the Lévy stochastic area is invariant under rotations of coordinates, it suffices to assume that $b_1 = \tilde{b}_1$. We define

$$U(t) = a - \hat{a} + \int_0^t B_1(s)dB_2(s) - \int_0^t B_2(s)dB_1(s) + B_1(t)\hat{b}_2 - B_2(t)\hat{b}_1.$$ 

Note that

$$dU(t) = (B_1(t) - \hat{b}_1)dB_2(t) - (B_2(t) - \hat{b}_2)dB_1(t).$$
Writing
\[
\sigma_u = \inf \{ t \geq 0 : |U(t)| > u \},
\]
we observe that \(\tau_{Q_2}(X) = \sigma_{\delta^2/16}\) and hence, \(\tau_Q(X) = \tau_{Q_1}(X) \land \tau_{Q_2}(X) = \tau_{Q_1}(X) \land \sigma_{\delta^2/16}\). We can write
\[
\mathbb{P}\left( \tau > \tau_{Q_2}(X) \right) = \mathbb{P}\left( \tau > \tau_{Q_1}(X) \land \sigma_{\delta^2/16} \right) \leq \mathbb{P}(\tau > \tau_Q(X) \land \tau_Q(\tilde{X})) \leq \mathbb{P}(\tau > \tau_{Q_1}(X)) + \mathbb{P}(\tau > \tau_Q(\tilde{X})).
\]
Now we estimate \(\mathbb{P}(\tau > \tau_Q(X))\), the second term in the inequality above can be estimated similarly. First we define
\[
Q^*_1 = \left\{ (y_1, y_2, y_3) \in \mathbb{R}^3 : \max_{i=1,2} \| y_i - \hat{b}_i \| \leq \frac{\delta_x}{16} \right\}.
\]
We have
\[
\mathbb{P}(\tau > \tau_Q(X)) = \mathbb{P}(\tau > \tau_{Q_1}(X) \land \sigma_{\delta^2/16}) \\
\leq \mathbb{P}(T_1 > \tau_{Q^*_1}(X)) + \mathbb{P}(\tau > \tau_{Q_1}(X) \land \sigma_{\delta^2/16}, T_1 \leq \tau_{Q^*_1}(X)) \\
\leq \mathbb{P}(T_1 > \tau_{Q^*_1}(X)) + \mathbb{P}(\sigma_{\delta^2/32} \leq T_1 \land \tau_{Q^*_1}(X)) \\
+ \mathbb{P}(\tau > \tau_{Q_1}(X) \land \sigma_{\delta^2/16}, T_1 \leq \tau_{Q^*_1}(X) \land \sigma_{\delta^2/32}). \quad (3.2.1)
\]
It follows from a computation involving standard Brownian estimates (see, for example, the proof of [Cra92, Theorem 1]) that
\[
\mathbb{P}(T_1 > \tau_{Q^*_1}(X)) \leq C\frac{|\mathbf{b} - \tilde{b}|}{\delta_x}. \quad (3.2.2)
\]
To estimate the second term in (3.2.1), note that

\[
\mathbb{P}(\sigma_{\delta^2/32} \leq T_1 \wedge \tau_{Q_1^*}(X)) = \mathbb{P}\left( \sup_{t \leq T_1 \wedge \tau_{Q_1^*}(X)} |U(t)| > \frac{\delta^2}{32} \right).
\]

Now, as \(T_1 \wedge \tau_{Q_1^*}(X)\) is a stopping time with respect to the natural filtration generated by \((B_1, B_2)\), by the the Burkholder-Davis-Gundy inequality

\[
\mathbb{E}\left( \sup_{t \leq T_1 \wedge \tau_{Q_1^*}(X)} |U(t) - U(0)|^2 \right) \leq C \mathbb{E}\left( \int_0^{T_1 \wedge \tau_{Q_1^*}(X)} |B(s) - \hat{b}|^2 \, ds \right) 
\]

\[
\leq C \mathbb{E}\left( \int_0^{T_1 \wedge \tau_{Q_1^*}(X)} \delta^2_x \, ds \right) 
\]

\[
\leq C \delta^2_x \mathbb{E}(T_1 \wedge \tau_{Q_1^*}(X)).
\]

We can again appeal to standard Brownian estimates (e.g. see the proof of [Cra92, Theorem 1]) to see that

\[
\mathbb{E}\left( \sup_{t \leq T_1 \wedge \tau_{Q_1^*}(X)} |U(t)| \right) \leq C \delta_x |b - \hat{b}|. 
\tag{3.2.3}
\]

Using this estimate gives us

\[
\mathbb{E}\left( \sup_{t \leq T_1 \wedge \tau_{Q_1^*}(X)} |U(t)| \right)^2 \leq 2 \mathbb{E}\left( \sup_{t \leq T_1 \wedge \tau_{Q_1^*}(X)} |U(t) - U(0)| \right)^2 + 2|U(0)|^2 
\]

\[
\leq C \delta_x^3 |b - \hat{b}| + 2|a - \hat{a} + b_1 \hat{b}_2 - b_2 \hat{b}_1|^2 \leq \frac{C}{2} \delta_x^3 |b - \overline{b}| + \frac{1}{2} |a - \hat{a} + b_1 \overline{b}_2 - b_2 \overline{b}_1|^2.
\]
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By assumption $|a - \tilde{a} + b_1\tilde{b}_2 - b_2\tilde{b}_1| < 1$, and therefore

$$\mathbb{E}\left(\sup_{t \leq T_1 \wedge \tau_{Q_1}} |U(t)|\right)^2 \leq C(1 + \delta_x)^3(|b - \tilde{b}| + |a - \tilde{a} + b_1\tilde{b}_2 - b_2\tilde{b}_1|)$$

$$\leq C(1 + \delta_x)^3 \rho(x, \tilde{x}),$$

where the last inequality follows from (2.2.4). Thus, by the Chebyshev inequality

$$\mathbb{P}\left(\sup_{t \leq T_1 \wedge \tau_{Q_1}} |U(t)| > \frac{\delta_x^2}{32}\right) \leq C\frac{(1 + \delta_x)^3}{\delta_x^4} \rho(x, \tilde{x}),$$

which, in turn, gives us

$$\mathbb{P}(\sigma_{\delta_x^2/32} \leq T_1 \wedge \tau_{Q_1}(X)) \leq C\frac{(1 + \delta_x)^3}{\delta_x^4} \rho(x, \tilde{x}). \quad (3.2.4)$$

To estimate the last term in (3.2.1), we write

$$\mathbb{P}(\tau > \tau_{Q_1}(X) \wedge \sigma_{\delta_x^2/16}, T_1 \leq \tau_{Q_1}(X) \wedge \sigma_{\delta_x^2/32}) \leq \mathbb{P}(\tau - T_1 > 1)$$

$$+ \mathbb{P}(\tau > \tau_{Q_1}(X) \wedge \sigma_{\delta_x^2/16}, T_1 \leq \tau_{Q_1}(X) \wedge \sigma_{\delta_x^2/32}, \tau - T_1 \leq 1). \quad (3.2.5)$$

By Lemma 2.1.1, we get

$$\mathbb{P}(\tau - T_1 > 1) \leq C\mathbb{E}|A(T_1) \wedge 1|,$$

where $A$ is the invariant difference of stochastic areas defined in (2.1.5).

Applying Lemma 2.1.5 with $t = 1$ and appealing to our assumption that $|b - \tilde{b}| \leq 1$
and \(|a - \bar{a} + b_1\bar{b}_2 - b_2b_1| \leq 1/2\), we have

\[
\mathbb{E}|A(T_1) \land 1| \leq C(|b - \bar{b}| + |a - \bar{a} + b_1\bar{b}_2 - b_2b_1|) \leq C\rho(x, \bar{x}).
\]

which gives

\[
\mathbb{P}(\tau - T_1 > 1) \leq C\rho(x, \bar{x}). \tag{3.2.6}
\]

Finally, we need to estimate \(\mathbb{P}(\tau > \tau_{Q_1}(X) \land \sigma_{\delta_x^2/16}, T_1 \leq \tau_{Q_1}(X) \land \sigma_{\delta_x^2/32}, \tau - T_1 \leq 1)\).

Note that

\[
\begin{align*}
\mathbb{P}(\tau &> \tau_{Q_1}(X) \land \sigma_{\delta_x^2/16}, T_1 \leq \tau_{Q_1}(X) \land \sigma_{\delta_x^2/32}, \tau - T_1 \leq 1) \\
&\leq \mathbb{P}\left(\sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \land 1} |B_1(t) - B_1(T_1)| \geq \delta_x/16\right) + \\
&\mathbb{P}\left(\sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \land 1} |B_2(t) - B_2(T_1)| \geq \delta_x/16\right) + \\
&\mathbb{P}\left(\sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \land 1} |U(t) - U(T_1)| \geq \delta_x^2/32, \\
&\sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \land 1} |B_1(t) - B_1(T_1)| < \delta_x/16, T_1 \leq \tau_{Q_1}(X)\right). \tag{3.2.7}
\end{align*}
\]

By the strong Markov property applied at \(T_1\), along with parts (ii) and (iii) of Lemma 3.1.1 and the Chebyshev inequality, we get

\[
\mathbb{P}\left(\sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \land 1} |B_i(t) - B_i(T_1)| \geq \delta_x/16\right) \leq C\frac{\mathbb{E}((\tau - T_1) \land 1)^2}{\delta_x^4}
\]

for \(i = 1, 2\). From the explicit construction of the coupling strategy given in Theorem
2.2.1 and Lemma 3.1.2 and Lemma 2.1.5, we obtain

\[ \mathbb{E}((\tau - T_1) \wedge 1)^2 \leq \mathbb{E}|A(T_1) \wedge 1| \leq C \rho(x, \bar{x}). \]

and thus,

\[ \mathbb{P} \left( \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |B_i(t) - B_i(T_1)| \geq \delta_x/16 \right) \leq C \rho(x, \bar{x}) \delta_x^4. \]  \hspace{1cm} (3.2.8)

for \( i = 1, 2 \). To handle the last term in (3.2.7), define

\[ U^*(t) = U(t) - (B_1(t) - \hat{b}_1)(B_2(t) - \hat{b}_2). \]

Note that

\[ dU^*(t) = -2(B_2(t) - \hat{b}_2)dB_1(t). \]

and \( U^*(T_1) = U(T_1) \) as \( B_2(T_1) = \hat{b}_2 \). Further, observe that

\[ \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |U(t) - U(T_1)| \leq \]

\[ \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |U^*(t) - U^*(T_1)| + \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |B_1(t) - \hat{b}_1||B_2(t) - \hat{b}_2|. \]
Using this, we can bound the last term in (3.2.7) as

\[
\mathbb{P}\left(\sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |U(t) - U(T_1)| \geq \delta_x^2/32, \quad \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |B_1(t) - B_1(T_1)| < \delta_x/16, T_1 \leq \tau Q_i(X)\right)
\leq \mathbb{P}\left(\sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |U^*(t) - U^*(T_1)| \geq \delta_x^2/64\right)
+ \mathbb{P}\left(\sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |B_1(t) - \hat{b}_1| |B_2(t) - \hat{b}_2| \geq \delta_x^2/64, \quad \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |B_1(t) - B_1(T_1)| < \delta_x/16, T_1 \leq \tau Q_i(X)\right).
\]

(3.2.9)

By conditioning at time \(T_1\) and part (i) of Lemma 3.1.1 followed by applications of Lemma 3.1.2 and Lemma 2.1.5, we obtain

\[
\mathbb{E}\left(\sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |U^*(t) - U^*(T_1)| \right)^2 \leq 4\mathbb{E}\left(\sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} \left| \int_{T_1}^t (B_2(s) - \hat{b}_2) dB_1(s) \right| \right)^2 \leq C\mathbb{E}((\tau - T_1) \wedge 1)^2 \leq \mathbb{E}|A(T_1) \wedge 1| \leq C\rho(x, \tilde{x}).
\]

Consequently, by the Chebyshev inequality

\[
\mathbb{P}\left(\sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |U^*(t) - U^*(T_1)| \geq \delta_x^2/64\right) \leq C\frac{\rho(x, \tilde{x})}{\delta_x^4}.
\]

(3.2.10)
Moreover,

$$\mathbb{P} \left( \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |B_1(t) - \hat{b}_1||B_2(t) - \hat{b}_2| \geq \delta_x^2/64, \right.$$  

$$\sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |B_1(t) - B_1(T_1)| < \delta_x/16, T_1 \leq \tau_{Q_1}^{\ast}(X) \right).$$

$$\leq \mathbb{P} \left( \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |B_2(t) - \hat{b}_2| \geq \delta_x/8 \right)$$

$$+ \mathbb{P} \left( \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |B_1(t) - \hat{b}_1| \geq \delta_x/8, \right.$$  

$$\sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |B_1(t) - B_1(T_1)| < \delta_x/16, T_1 \leq \tau_{Q_1}^{\ast}(X) \right).$$

(3.2.11)

We use the fact $B_2(T_1) = \hat{b}_2$ and proceed exactly along the lines of the proof of (3.2.8) to obtain

$$\mathbb{P} \left( \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |B_2(t) - \hat{b}_2| \geq \delta_x/8 \right) \leq C \rho(x, \tilde{x}) \frac{\delta_x^4}{\delta_x^4}.$$  

(3.2.12)

The second probability appearing on the right hand side of (3.2.11) can be bounded
as follows

\[
P \left( \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |B_1(t) - \hat{b}_1| \geq \delta_x/8, \right.
\]

\[
\left. \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |B_1(t) - B_1(T_1)| < \delta_x/16, T_1 \leq \tau_{\hat{Q}^*_1(X)} \right)
\]

\[
\leq P \left( \sup_{(T_1 \wedge \tau_{\hat{Q}^*_1(X)}) \in [T_1 \wedge \tau_{\hat{Q}^*_1(X)}] + (\tau - (T_1 \wedge \tau_{\hat{Q}^*_1(X)})) \wedge 1} |B_1(t) - \hat{b}_1| \geq \delta_x/8, \right.
\]

\[
\left. \sup_{(T_1 \wedge \tau_{\hat{Q}^*_1(X)}) \in [T_1 \wedge \tau_{\hat{Q}^*_1(X)}] + (\tau - (T_1 \wedge \tau_{\hat{Q}^*_1(X)})) \wedge 1} |B_1(t) - B_1(T_1 \wedge \tau_{\hat{Q}^*_1(X)})| < \delta_x/16 \right).
\]

We will use the fact that \( b_1 = \hat{b}_1 \). By an application of the Chebyshev inequality followed by the Burkholder-Davis-Gundy inequality, and using (3.2.3), we get

\[
P \left( |B_1(T_1 \wedge \tau_{\hat{Q}^*_1(X)}) - \hat{b}_1| > \delta_x/16 \right) \leq C \frac{\mathbb{E} |B_1(T_1 \wedge \tau_{\hat{Q}^*_1(X)}) - \hat{b}_1|^2}{\delta_x^2} \leq C \frac{\mathbb{E} \sup_{0 \leq t \leq T_1 \wedge \tau_{\hat{Q}^*_1(X)}} |B_1(t) - b_1|^2}{\delta_x^2} \leq C \frac{\mathbb{E} |T_1 \wedge \tau_{\hat{Q}^*_1(X)}|^2}{\delta_x^2} \leq C \frac{|b - \hat{b}|}{\delta_x}.
\]

Using this in (3.2.13),

\[
P \left( \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |B_1(t) - \hat{b}_1| \geq \delta_x/8, \right.
\]

\[
\left. \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \wedge 1} |B_1(t) - B_1(T_1)| < \delta_x/16, T_1 \leq \tau_{\hat{Q}^*_1(X)} \right) \leq C \frac{|b - \hat{b}|}{\delta_x}.
\]

(3.2.14)
Using (3.2.12) and (3.2.14) in (3.2.11), we obtain

\[ P \left( \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \land 1} |B_1(t) - \delta_1| |B_2(t) - \delta_2| \geq \delta_x^2 / 64, \right. \\
\left. \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \land 1} |B_1(t) - B_1(T_1)| < \delta_x / 16, T_1 \leq \tau_{Q^*_1}(X) \right) \leq C \left( \frac{1}{\delta_x} + \frac{1}{\delta_x^4} \right) \rho(x, \bar{x}). \quad (3.2.15) \]

Finally, using (3.2.10) and (3.2.15) in (3.2.9),

\[ P \left( \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \land 1} |U(t) - U(T_1)| \geq \delta_x^2 / 32, \right. \\
\left. \sup_{T_1 \leq t \leq T_1 + (\tau - T_1) \land 1} |B_1(t) - B_1(T_1)| < \delta_x / 16, T_1 \leq \tau_{Q^*_1}(X) \right) \leq C \left( \frac{1}{\delta_x} + \frac{1}{\delta_x^4} \right) \rho(x, \bar{x}). \quad (3.2.16) \]

Using the estimates from (3.2.8) and (3.2.16) in (3.2.7), we get

\[ P(\tau > \tau_{Q_1}(X) \land \sigma_{\delta_x^2 / 16}, T_1 \leq \tau_{Q^*_1}(X) \land \sigma_{\delta_x^2 / 32}, \tau - T_1 \leq 1) \leq C \left( \frac{1}{\delta_x} + \frac{1}{\delta_x^4} \right) \rho(x, \bar{x}). \quad (3.2.17) \]

Using (3.2.6) and (3.2.17) in (3.2.5), we get

\[ P(\tau > \tau_{Q_1}(X) \land \sigma_{\delta_x^2 / 16}, T_1 \leq \tau_{Q^*_1}(X) \land \sigma_{\delta_x^2 / 32}) \leq C \left( 1 + \frac{1}{\delta_x} + \frac{1}{\delta_x^4} \right) \rho(x, \bar{x}). \quad (3.2.18) \]
Using the estimates (3.2.2), (3.2.4) and (3.2.18) in (3.2.1), we obtain

\[ \mathbb{P}(\tau > \tau_Q(X)) \leq C \left( 1 + \frac{1}{\delta_x} + \frac{1}{\delta_x^4} + \frac{(1 + \delta_x)^3}{\delta_x^4} \right) \rho(x, \tilde{x}). \]  

(3.2.19)

The same estimate for \( \mathbb{P}(\tau > \tau_Q(\tilde{X})) \) is obtained by interchanging the roles of \( x \) and \( \tilde{x} \). This completes the proof of the theorem.

\[ \square \]

**Remark 3.2.2.** Theorem 3.2.1 and its proof remain unchanged if we replace \( \delta_x \) by \( \alpha \delta_x \) for any \( \alpha \in (0, 1] \).

The above theorem yields the gradient estimate formulated in Theorem 3.2.3.

Before we can formulate our result, we explain the argument in the proof of [Kuw10, Proposition 4.1] that leads to (3.2.20).

Recall that \( \Delta_H \) denotes the sub-Laplacian which is the generator of the Brownian motion on \( \mathbb{H}^3 \), and for any function \( f \) on \( \mathbb{H}^3 \), \( |\nabla_H f| \) denotes the associated length of the horizontal gradient of \( f \) defined by (1.1.4). As before \( \| \cdot \|_H \) denotes the norm induced by the sub-Riemannian metric on horizontal vectors. We can use the fact that \( \{X, Y\} \) is an orthonormal frame for the horizontal distribution, therefore for any Lipschitz continuous function \( u \) defined on a domain \( D \) in \( \mathbb{H}^3 \),

\[ \| \nabla_H u \|_H^2 = (Xu)^2 + (Yu)^2 \]

holds in \( D \) (where \( Xu \) and \( Y u \) are interpreted in the distributional sense). Now we can use [HK00, Theorem 11.7] for the vector fields \( \{X, Y\} \) in \( \mathbb{H}^3 \) identified with \( \mathbb{R}^3 \).

We need to check some assumptions in this theorem. First, if \( u \) is Lipschitz continuous
on $\overline{D}$, it is clear that

$$|\nabla_{\mathcal{H}}u|(x) \leq \sup_{z,\tilde{z}\in D, z \neq \tilde{z}} \frac{|u(z) - u(\tilde{z})|}{d_{CC}(z, \tilde{z})} < \infty,$$

for all $x \in \overline{D}$, and hence $|\nabla_{\mathcal{H}}u|$ is locally integrable. In addition, as $u$ is Lipschitz continuous, $|\nabla_{\mathcal{H}}u|$ is an upper gradient of $u$ by [Kuw10, Lemma 2.1], so [HK00, Theorem 11.7] is applicable and we have that

$$\|\nabla_{\mathcal{H}}u\|_{\mathcal{H}} \leq |\nabla_{\mathcal{H}}u|,$$  \hspace{1cm} (3.2.20)

a.e. with respect to the Lebesgue measure.

**Theorem 3.2.3** ([BGM16]). Suppose $u$ satisfies $\Delta_{\mathcal{H}}u = 0$ on $D \subset \mathbb{H}^3$. Fix any constant $\alpha \in (0, 1)$. There exists a constant $C > 0$ that does not depend on $u, \delta_x, x, D, \alpha$ such that for every $x \in D$

$$\|\nabla_{\mathcal{H}}u(x)\|_{\mathcal{H}} \leq |\nabla_{\mathcal{H}}u|(x) \leq C \left(1 + \frac{1}{\alpha \delta_x} + \frac{1}{(\alpha \delta_x)^4} + \frac{(1 + \alpha \delta_x)^3}{(\alpha \delta_x)^4}\right) \text{osc}_{B(x, \alpha \delta_x)} u.$$  \hspace{1cm} (3.2.21)

**Proof.** Recall that by hypoellipticity we know that if $\Delta_{\mathcal{H}}u = 0$ then $u$ must be smooth. Fix $\alpha \in (0, 1)$. Since $u$ is continuous on $\overline{B(x, \alpha \delta_x)}$, $\text{osc}_{B(x, \alpha \delta_x)} u < \infty$. Let $x = (b_1, b_2, a) \in D$, $\tilde{x} = (\tilde{b}_1, \tilde{b}_2, \tilde{a}) \in D$ such that $\rho(x, \tilde{x}) < \alpha \delta_x/32$, $|b - \tilde{b}| \leq 1$ and $|a - \tilde{a} + b_1 \tilde{b}_2 - b_2 \tilde{b}_1| \leq 1/2$. Consider the coupling from Theorem 2.2.1 of two Brownian motions, $\mathbf{X}$ and $\tilde{\mathbf{X}}$, on the Heisenberg group starting from the points $x$ and $\tilde{x}$ respectively.

By Theorem 3.2.1, Remark 3.2.2 and the equivalence of the Carnot-Carathéodory
metric $d_{CC}$ and the pseudo-metric $\rho$, we have

$$
P\left( \tau > \tau_{B(x,\alpha \delta_x)}(X) \wedge \tilde{\tau}_{B(x,\alpha \delta_x)}(\tilde{X}) \right) \leq C \left( 1 + \frac{1}{\alpha \delta_x} + \frac{1}{(\alpha \delta_x)^4} + \frac{(1 + \alpha \delta_x)^3}{(\alpha \delta_x)^4} \right) d_{CC}(x, \tilde{x}),
$$

where $C$ is a constant independent of $x, \tilde{x}, u, \delta_x, D$ and $\alpha$.

Using the coupling from Theorem 2.2.1 and Itô’s formula we have that

$$
|u(x) - u(\tilde{x})| = \left| \mathbb{E} \left[ u \left( X_{\tau_{B(x,\alpha \delta_x)}}(x) \right) - u \left( \tilde{X}_{\tilde{\tau}_{B(x,\alpha \delta_x)}}(\tilde{x}) \right) \right] \right|
\leq \mathbb{E} \left[ \left| u \left( X_{\tau_{B(x,\alpha \delta_x)}}(x) \right) - u \left( \tilde{X}_{\tilde{\tau}_{B(x,\alpha \delta_x)}}(\tilde{x}) \right) \right| \right]
\leq (\text{osc}_{B(x,\alpha \delta_x)} u) \cdot \mathbb{P}\left( \tau > \tau_{B(x,\alpha \delta_x)}(X) \wedge \tilde{\tau}_{B(x,\alpha \delta_x)}(\tilde{X}) \right)
\leq C \left( \text{osc}_{B(x,\alpha \delta_x)} u \right) \left( 1 + \frac{1}{\alpha \delta_x} + \frac{1}{(\alpha \delta_x)^4} + \frac{(1 + \alpha \delta_x)^3}{(\alpha \delta_x)^4} \right) d_{CC}(x, \tilde{x}).
$$

Since $u$ is continuously differentiable on $B(x, \alpha \delta_x)$, (3.2.20) holds for every $x \in D$.

Dividing out by $d_{CC}(x, \tilde{x})$ and using (3.2.20) we have that for every $x \in D$,

$$
\|\nabla_H u(x)\|_H \leq \|\nabla_H u\|(x) = \lim_{r \downarrow 0} \sup_{0 < d_{CC}(x, \tilde{x}) \leq r} \frac{|u(x) - u(\tilde{x})|}{d_{CC}(x, \tilde{x})}
\leq C \left( 1 + \frac{1}{\alpha \delta_x} + \frac{1}{(\alpha \delta_x)^4} + \frac{(1 + \alpha \delta_x)^3}{(\alpha \delta_x)^4} \right) \text{osc}_{B(x,\alpha \delta_x)} u,
$$

as needed.  \hfill \Box
3.3 Applications of the gradient estimate

In this section, we prove some corollaries and applications of the gradient estimate in Theorem 3.2.3. One of which is the well known Cheng-Yau estimate as given in [CY75, Yau75]. We also prove a Caccioppoli-type inequality on $\mathbb{H}^3$.

Corollary 3.3.1 ([BGM16]). Let $u$ be a non-negative solution to $\Delta_{\mathbb{H}}u = 0$ on $D \subset \mathbb{H}^3$. There exists a constant $C > 0$ that does not depend on $u, \delta_x, x, D$ such that

$$\|\nabla_{\mathbb{H}}u(x)\|_{\mathbb{H}} \leq |\nabla_{\mathbb{H}}u|(x) \leq C \left(1 + \frac{1}{\delta_x} + \frac{1}{\delta_x^4} + \frac{1 + \delta_x^3}{\delta_x^4}\right) u(x)$$

for every $x \in D$.

Proof. By [BLU07, Corollary 5.7.3] we have the following Harnack inequality

$$\sup_{B(x, \alpha^* \delta_x)} u \leq C \inf_{B(x, \alpha^* \delta_x)} u, \quad (3.3.1)$$

for $x \in D \subset \mathbb{H}^3$, where $\alpha^* \in (0, 1)$ and $C > 0$ are constants not depending on $u, x, \delta_x, D$. Using equations (3.2.21) and (3.3.1) and absorbing $\alpha^*$ in $C$ gives the desired result. \hfill \square

Let us recall that we say a function $u : D \to \mathbb{R}$ is harmonic on $D \subset \mathbb{H}^3$ if $\Delta_{\mathbb{H}}u = 0$ on $D$. We can use Corollary 3.3.1 and the stratified structure of $\mathbb{H}^3$ to prove the Cheng-Yau gradient estimate. In particular, this recovers the fact that non-negative harmonic functions on the Heisenberg group must be constant. We thank F. Baudoin for pointing out the connection between the gradient estimate in Corollary 3.3.1 and the Cheng-Yau inequality.
Corollary 3.3.2 ([BGM16]). If $u$ is any positive harmonic function in a ball $B(x_0, 2r) \subset \mathbb{H}^3$, then there exists a universal constant $C > 0$ not dependent on $u$ and $x_0$ such that

$$
\sup_{x \in B(x_0, r)} \| \nabla_H \log u(x) \|_H \leq \frac{C}{r}.
$$

Moreover, if $u$ is any positive harmonic function on $\mathbb{H}^3$, then $u$ must be a constant.

Proof. Suppose $u > 0$ is harmonic in $B(0, 2)$. Writing $\delta_x = \rho(x, (B(0, 2))^c)$ for $x \in B(0, 2)$, we obtain by Corollary 3.3.1

$$
\| \nabla_H u(x) \|_H \leq C' = C \sup_{x \in B(0, 1)} \left( 1 + \frac{1}{\delta_x} + \frac{1}{\delta_x^4} + \frac{(1 + \delta_x)^3}{\delta_x^4} \right), \quad x \in B(0, 1), \quad (3.3.2)
$$

where $C$ is the same constant as in Corollary 3.3.1. This implies that

$$
\sup_{B(0, 1)} \| \nabla_H \log u(x) \|_H \leq C'. \quad (3.3.3)
$$

Now suppose that $u > 0$ is harmonic in $B(x_0, 2r)$ for $r > 0$. By left invariance and the dilation properties of $\mathbb{H}^3$ we see that (3.3.3) implies

$$
\sup_{B(x_0, r)} \| \nabla_H \log u(x) \|_H \leq \frac{C'}{r}.
$$

If $u$ is harmonic on all of $\mathbb{H}^3$, taking $r \to \infty$ gives us that $u$ must be constant. \hfill \Box

We refer the reader to [CGL93] for a Caccioppoli-type inequality similar to the one below.

Corollary 3.3.3 (Caccioppoli-type inequality). Take $u \in L^2_{\text{Loc}}(B(x, R))$ such that
\( \Delta_H u = 0 \) and \( u > 0 \) on \( B(x, R) \subset \mathbb{H} \). We have that for all \( r < R \),

\[
\int_{B(x, r)} \| \nabla_H u(y) \|^2_{\mathcal{H}} \, dy \leq C(r, R)^2 \int_{B(x, r)} u(y)^2 \, dy,
\]

where

\[
C(r, R) = c_1 \left( 1 + \frac{1}{R - r} + \frac{1}{(R - r)^4} + \frac{(1 + R - r)^3}{(R - r)^4} \right).
\]

**Proof.** Consider \( u \in L^2_{\text{Loc}}(B(x, R)) \). Let \( \delta_{y,D} = \text{dist}(D^c, y) \). Fix \( x \in \mathbb{H} \) and consider \( y \in B(x, r) \). Using the gradient estimate from Corollary 3.3.1 we have

\[
\| \nabla_H u(y) \|_{\mathcal{H}} \leq C \left( 1 + \frac{1}{\delta_{y,D}} + \frac{1}{(\delta_{y,D})^4} + \frac{(1 + \delta_{y,D})^3}{(\delta_{y,D})^4} \right) u(y).
\]

If we use \( D = B\left(y, \frac{R - r}{2}\right) \) in \( \delta_{y,D} \) then

\[
\| \nabla_H u(y) \|_{\mathcal{H}} \leq c_1 \left( 1 + \frac{1}{R - r} + \frac{1}{(R - r)^4} + \frac{(1 + R - r)^3}{(R - r)^4} \right) u(y).
\]

Integrating both sides we have that

\[
\int_{B(x, r)} \| \nabla_H u(y) \|^2_{\mathcal{H}} \, dy \leq \int_{B(x, r)} c_1^2 \left( 1 + \frac{1}{R - r} + \frac{1}{(R - r)^4} + \frac{(1 + R - r)^3}{(R - r)^4} \right)^2 u(y)^2 \, dy
\]

\[
\leq C(r, R)^2 \int_{B(x, r)} u(y)^2 \, dy,
\]

where

\[
C(r, R) = c_1 \left( 1 + \frac{1}{R - r} + \frac{1}{(R - r)^4} + \frac{(1 + R - r)^3}{(R - r)^4} \right).
\]
Chapter 4

Coupling techniques for heat semigroups

In this chapter, we will start by presenting new proofs to known results on the gradient bounds for heat semigroup on $\mathbb{R}^n$ and on the Heisenberg group $\mathbb{H}$. We will also present a new gradient bound for the Kolmogorov diffusion. The result will be improved in a later chapter (see Proposition 5.1.10). These new proofs will employ the use of coupling techniques. The coupling we use is synchronous coupling of Brownian motions. The techniques shown in this chapter will be the motivation for the coupling techniques used in Chapters 5 and 7.

We start by recalling the notion of a coupling. Suppose $(\Omega, \mathcal{F}, \mathbb{P})$ is a probability space, and $B_t$ and $\tilde{B}_t$ are two Brownian motions in $\mathbb{R}^n$ defined on this space, starting at $x, \tilde{x} \in \mathbb{R}^n$ respectively. By their coupling we mean a diffusion $(B_t, \tilde{B}_t)$ in $\mathbb{R}^n \times \mathbb{R}^n$ such that its law is a coupling of the laws of $B_t$ and $\tilde{B}_t$. By that we mean that the first and second $n$–dimensional marginal distributions of $(B_t, \tilde{B}_t)$ are given by distributions of $B_t$ and $\tilde{B}_t$. 
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Let \( P(x, \tilde{x}) \) be the distributions of \((B_t, \tilde{B}_t)\), so that \( P(x, \tilde{x})(B_0 = x, \tilde{B}_0 = \tilde{x}) = 1 \). We denote by \( \mathbb{E}(x, \tilde{x}) \) the expectation with respect to the probability measure \( P(x, \tilde{x}) \).

**Definition 4.0.1.** We say that a coupling \((B_t, \tilde{B}_t)\) in \( \mathbb{R}^n \times \mathbb{R}^n \) is a **synchronous** coupling if for \((x, \tilde{x}) \in \mathbb{R}^n \times \mathbb{R}^n\) we let

\[
B_t^x = x + B_t, \\
\tilde{B}_t^{\tilde{x}} = \tilde{x} + B_t,
\]

where \( B_t \) is a standard Brownian motion in \( \mathbb{R}^n \).

In particular here we have that synchronous coupling is a fixed distance coupling.

### 4.1 Heat kernel functional inequalities on Euclidean space

Let \( P_t \) be the heat semigroup for the Laplace operator \( \Delta \) in \( \mathbb{R}^n \). Recall that the Euclidean heat kernel is given by

\[
p_t(x, y) = \frac{1}{(4\pi t)^{n/2}} e^{-\|y-x\|^2/(4t)},
\]

so that

\[
P_t f(x) = \frac{1}{(4\pi t)^{n/2}} \int_{\mathbb{R}^n} f(y) e^{-\|y-x\|^2/(4t)} dy.
\]

The following result easily follows from properties of convolutions and Jensen’s inequality.

**Proposition 4.1.1.** Let \( P_t \) be the heat semigroup on \( \mathbb{R}^n \). Suppose \( f \in C^1(\mathbb{R}^n) \) is
bounded and has bounded first derivatives then

\[ \| \nabla P_t f \|^q \leq P_t (\| \nabla f \|^q), \]

for all \( q \geq 1 \).

**Proof.** We know that

\[
P_t f(x) = \frac{1}{(4\pi t)^{n/2}} \int_{\mathbb{R}^n} f(y) e^{-\|y-x\|^2/(4t)} \, dy
\]

\[
= \int_{\mathbb{R}^n} f(y) K_t(x-y) \, dy
\]

\[
= (f \ast K_t)(x)
\]

where

\[
K_t(x) = \frac{1}{(4\pi t)^{n/2}} e^{-\|x\|^2/(4t)}.
\]

By a property of convolutions we have that

\[
\frac{\partial}{\partial x_i} (f \ast K_t) = \frac{\partial f}{\partial x_i} \ast K_t,
\]

so that

\[ \nabla P_t f = P_t (\nabla f). \]
Hence

\[
|\nabla P_t f|^p = |P_t (\nabla f)|^p \\
\leq (P_t (|\nabla f|))^p \\
= \left( \int |\nabla f(x)| K_t(x - y) \, dx \right)^p \\
\leq \int |\nabla f(x)|^p K_t(x - y) \, dx = P_t (|\nabla f|^p)
\]

where we used Jensen’s inequality. \qed

We now show that the same result can be proven using synchronous coupling under slightly different assumptions. The technique shown in the next proof will be the motivation for results in later chapters.

**Proposition 4.1.2.** Let \( P_t \) be the heat semigroup on \( \mathbb{R}^n \). Synchronous coupling implies that for all \( f \in C^2 (\mathbb{R}^n) \) with bounded seconded derivatives we have

\[
\| \nabla P_t f \|^q \leq P_t (\| \nabla f \|^q),
\]

for all \( q \geq 1 \).

**Proof.** Consider two copies of synchronously coupled Brownian motions

\[
X_t = B_t^p = p + B_t, \\
\tilde{X}_t = \tilde{B}_t^p = \tilde{p} + B_t,
\]
where $B_t$ is standard Brownian motion. Note that

$$|B^p_t - \tilde{B}^p_t| = |p - \tilde{p}|,$$

for all $t \geq 0$. Recall that for a differentiable function $f : \mathbb{R}^n \to \mathbb{R}$,

$$f(x) \approx L(x) = f(\bar{x}) + \nabla f(\bar{x}) \cdot (x - \bar{x}).$$

More precisely

$$|f(x) - f(\bar{x})| \leq |\nabla f(\bar{x}) \cdot (x - \bar{x})| + |R|,$$

where

$$|R| \leq \frac{1}{2} C_f \left( \sum_{i=1}^n |x_i - \bar{x}_i|^2 \right),$$

and $C_f$ is a bounded on the Hessian of $f$.

By using an estimate on the remainder $R$ of Taylor’s approximation to $f$ and the assumption that $f \in C^2(\mathbb{R}^d)$ has bounded second derivatives, there exists a $C_f \geq 0$ such that

$$|f(X_t) - f(\bar{X}_t)|$$

$$= \sum_{i=1}^d \partial_{p_i} f(\bar{X}_t) (p_i - \bar{p}_i) + R(\bar{X}_t)$$

$$\leq \sum_{i=1}^d \left| \partial_{p_i} f(\bar{X}_t) \right| |p - \bar{p}| + \frac{C_f}{2} n |p - \bar{p}|^2.$$
Using this estimate and Jensen’s inequality we see that

\[
|P_t f(p) - P_t f(\tilde{p})| = \left| \mathbb{E}^{(p,\tilde{p})} \left[ f(X_t) - f(\tilde{X}_t) \right] \right|
\]

\[
\leq \mathbb{E}^{(p,\tilde{p})} \left[ \left| f(X_t) - f(\tilde{X}_t) \right| \right]
\]

\[
\leq \sum_{i=1}^{d} \mathbb{E}^{(p,\tilde{p})} \left[ \left| \partial_p f \left( \tilde{X}_t \right) \right|^{q} \right]^{\frac{1}{q}} |p - \tilde{p}| + \frac{C_f}{2} n |p - \tilde{p}|^2
\]

\[
= \sum_{i=1}^{d} (P_t (| \partial_p f |^q (\tilde{p})))^{\frac{1}{q}} |p - \tilde{p}| + \frac{C_f}{2} n |p - \tilde{p}|^2.
\]

Dividing out by $|p - \tilde{p}|$ and taking $\tilde{p} \to p$ we have that

\[
\| \nabla_p P_t f (p) \| = \limsup_{\tilde{p} \to p} \frac{|P_t f(p) - P_t f(\tilde{p})|}{|p - \tilde{p}|}
\]

\[
\leq \sum_{i=1}^{d} (P_t (| \partial_p f |^q (\tilde{p})))^{\frac{1}{q}},
\]

which proves the statement.

**Proposition 4.1.3** (Local reverse Poincaré inequality). Let $P_t$ be the heat semigroup on $\mathbb{R}^n$. Synchronous coupling implies that if $f \in C^2(\mathbb{R}^n)$ with bounded second derivatives then

\[
2t \nabla | P_t f |^2 \leq P_t f^2 - (P_t f)^2.
\]

**Proof.** We synchronously couple $(B^{x}_t, B^{\tilde{x}}_t)$. Let $C$ be a bounded on the second deriv-
Integrating both sides with respect to $s$. First we compute

$$|P_t f(x) - P_t f(\tilde{x})|^2 = |P_s P_{t-s} f(x) - P_s P_{t-s} f(\tilde{x})|^2$$

$$= \mathbb{E}^{(x, \tilde{x})} \left[ |P_{t-s} f(B_s^x) - P_{t-s} f(B_s^\tilde{x})|^2 \right]$$

$$\leq \mathbb{E}^{(x, \tilde{x})} \left[ |P_{t-s} f(B_s^x) - P_{t-s} f(B_s^\tilde{x})|^2 \right]$$

$$\leq \mathbb{E}^{(x, \tilde{x})} \left[ |x|^2 \right. \left. + 2 \left| \nabla P_{t-s} (B_s^x) \right| |x - \tilde{x}|^3 + C |x - \tilde{x}|^4 \right]$$

Integrating both sides with respect to $s$ from $s = 0$ and $s = t$ we have

$$|P_t f(x) - P_t f(\tilde{x})|^2 \leq \int_0^t \mathbb{E}^{(x, \tilde{x})} \left[ |x - \tilde{x}|^2 + \left| \nabla P_{t-s} (B_s^x) \right| |x - \tilde{x}|^3 + C |x - \tilde{x}|^4 \right] ds$$

$$= \int_0^t \mathbb{E}^{(x, \tilde{x})} \left[ |x - \tilde{x}|^2 + \left| \nabla P_{t-s} (B_s^x) \right| |x - \tilde{x}|^3 + C |x - \tilde{x}|^4 \right] ds$$

$$= \frac{1}{2} \left( P_t f^2 (\tilde{x}) - (P_t f (\tilde{x}))^2 \right) |x - \tilde{x}|^2 + 2 \int_0^t \mathbb{E}^{(x, \tilde{x})} \left[ |x - \tilde{x}|^3 + C t |x - \tilde{x}|^4 \right] ds$$

Dividing out by $|x - \tilde{x}|^2$ we have

$$\frac{|P_t f(x) - P_t f(\tilde{x})|^2}{|x - \tilde{x}|^2} \leq \frac{1}{2} \left( P_t f^2 (\tilde{x}) - (P_t f (\tilde{x}))^2 \right)$$

$$+ 2 \int_0^t \mathbb{E}^{(x, \tilde{x})} \left[ |x - \tilde{x}| + C t |x - \tilde{x}|^2 \right].$$
Taking $\tilde{x} \to x$ we have the desired result.

4.2 Heat kernel gradient estimates for the Kolmogorov diffusion

We now consider the Kolmogorov operator

$$L = \frac{1}{2} \frac{\partial^2}{\partial x^2} + x \frac{\partial}{\partial y}.$$  

This operator satisfies the weak Hörmander’s condition condition since the vector fields $\left\{ \frac{\partial}{\partial x}, x \frac{\partial}{\partial y} \right\}$ and its lie brackets span $\mathbb{R}^2$. Thus $L$ is a hypoelliptic operator. Its corresponding carré du champ operator is $\Gamma(f, f) = \left( \frac{\partial f}{\partial x} \right)^2$. Its corresponding diffusion process stated at $(x, y)$ is

$$X_t = \left( x + B_t, y + tx + \int_0^t B_s ds \right),$$

where $B_t$ is a standard Brownian motion. Our goal in this section is to illustrate the use of the coupling technique in proving gradient estimates on the heat semigroup of a hypoelliptic diffusion. In particular we prove a sharp Driver-Melcher type inequality. We refer the reader to Section 1.1.6 for an introduction on the Kolmogorov diffusion and the relevant functional inequalities.

Theorem 4.2.1. Let $P_t$ be the heat semigroup for the Kolmogorov diffusion in $\mathbb{R}^2$. Suppose $f \in C^\infty(\mathbb{R}^2)$ such that $\left| \frac{\partial^2 f}{\partial x^2} \right| \leq M$ for some $M > 0$. We have that for all $1 \leq p < \infty$

$$\sqrt{\Gamma(P_t f, P_t f)} \leq \left( P_t \left( \Gamma(f, f)^{\frac{p}{2}} \right) \right)^{\frac{1}{p}} + t \left| \frac{\partial}{\partial y} P_t f \right|. \quad (4.2.1)$$
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Proof. Recall that \( f(x) - f(a) = f'(a) (x - a) + E \) where there exists a \( \xi \) between \( x \) and \( a \) such that

\[
|E| \leq \frac{f''(\xi)}{2!} |x - a|^2.
\]

We use use the following estimate for a multivariable function \( f(x_1, x_2) = f_{x_2}(x_1) \) so that

\[
|f_{x_2}(x_1) - f_{x_2}(\tilde{x}_1)| \leq |f'_{x_2}(\tilde{x}_1)| |x_1 - \tilde{x}_1| + \frac{1}{2} |f''_{x_2}(\xi_{x_2})| |x_1 - \tilde{x}_1|^2
\]

where \( \xi_{x_2} \) is between \( x_1 \) and \( \tilde{x}_1 \). We consider the following coupling of Kolmogorov diffusions. Let \( X_t \) be a Kolmogorov diffusion started at \((x_1, x_2)\) so that

\[
X_t = (X^1_t, X^2_t) = (x_1 + B_t, x_2 + tx_1 + \int_0^t B_t ds)
\]

where \( B_t \) is a brownian motion started at 0. Let \( t_0 > 0 \) be fixed time. Define

\[
\tilde{X}_t = (\tilde{X}^1_t, \tilde{X}^2_t)
\]

\[
= (\tilde{x}_1 + B_t, x_2 + t_0 (x_1 - \tilde{x}_1) + tx_1 + \int_0^t B_t ds).
\]

Now \( X_t \) is a Kolmogorov diffusion started at the point \((\tilde{x}_1, x_2 + t_0 (x_1 - \tilde{x}_1))\). Note that \(|X^1_t - \tilde{X}^1_t| = |x_1 - \tilde{x}_1|\) for all time \( t \), and at \( t = t_0 \) we have that \( X^2_{t_0} = \tilde{X}^2_{t_0} \).

We will use the latter to apply the one dimensional Taylor formula to a two-variable
function as discussed above. Thus at a fixed time $t_0$, we have that

$$\left| f\left(X_{t_0}^1\right) - f\left(X_{t_0}^2\right) \right| \leq \left| \partial_x f \left(\tilde{X}_{t_0}\right) \right| \left| X_{t_0}^1 - X_{t_0}^2 \right| + \frac{M}{2} \left| \tilde{X}_t^1 - \tilde{X}_t^2 \right|^2$$

$$= \left| \partial_x f \left(\tilde{X}_{t_0}\right) \right| \left| x_1 - \tilde{x}_1 \right| + \frac{M}{2} \left| x_1 - \tilde{x}_1 \right|^2$$

Now

$$\left| P_t f(x_1, x_2) - P_t f\left(\tilde{x}_1, x_2 + t_0 \left(x_1 - \tilde{x}_1\right)\right) \right| = \left| \mathbb{E}^\left((x_1, x_2), (\tilde{x}_1, x_2 + t_0 (x_1 - \tilde{x}_1))\right) \left[ f\left(X_t\right) - f\left(\tilde{X}_t\right) \right] \right|$$

$$\leq \mathbb{E}^\left((x_1, x_2), (\tilde{x}_1, x_2 + t_0 (x_1 - \tilde{x}_1))\right) \left[ \left| \partial_x f \left(\tilde{X}_{t_0}\right) \right| \left| x_1 - \tilde{x}_1 \right| + \frac{M}{2} \left| x_1 - \tilde{x}_1 \right|^2 \right]$$

At $t = t_0$ we have that for $p \geq 1$

$$\left| P_{t_0} f(x_1, x_2) - P_{t_0} f\left(\tilde{x}_1, x_2 + t_0 \left(x_1 - \tilde{x}_1\right)\right) \right|$$

$$\leq \mathbb{E}^\left((x_1, x_2), (\tilde{x}_1, x_2 + t_0 (x_1 - \tilde{x}_1))\right) \left[ \left| \partial_x f \left(\tilde{X}_{t_0}\right) \right| \left| x_1 - \tilde{x}_1 \right| + \frac{M}{2} \left| x_1 - \tilde{x}_1 \right|^2 \right]$$

$$\leq \left( \mathbb{E}^\left((\tilde{x}_1, x_2 + t_0 (x_1 - \tilde{x}_1))\right) \left[ \left| \partial_x f \left(\tilde{X}_{t_0}\right) \right|^p \right] \right)^\frac{1}{p} \left| x_1 - \tilde{x}_1 \right| + \frac{M}{2} \left| x_1 - \tilde{x}_1 \right|^2$$

$$= \left( P_{t_0} \left( \left| \partial_x f \left(\tilde{x}_1, x_2 + t_0 (x_1 - \tilde{x}_1)\right) \right|^p \right) \right)^\frac{1}{p} \left| x_1 - \tilde{x}_1 \right| + \frac{M}{2} \left| x_1 - \tilde{x}_1 \right|^2,$$

so that

$$\left| P_{t_0} f(x_1, x_2) - P_{t_0} f\left(\tilde{x}_1, x_2 + t_0 \left(x_1 - \tilde{x}_1\right)\right) \right| \leq \left( P_{t_0} \left( \left| \partial_x f \left(\tilde{x}_1, x_2 + t_0 (x_1 - \tilde{x}_1)\right) \right|^p \right) \right)^\frac{1}{p} \left| x_1 - \tilde{x}_1 \right| + \frac{M}{2} \left| x_1 - \tilde{x}_1 \right|.\]
Now taking $\bar{x}_1 \to x_1$ we have that

$$\limsup_{\bar{x}_1 \to x_1} \frac{|P_{t_0}f(x_1, x_2) - P_{t_0}f(\bar{x}_1, x_2 + t_0(x_1 - \bar{x}_1))|}{|x_1 - \bar{x}_1|} \leq \limsup_{\bar{x}_1 \to x_1} (P_{t_0}(|\partial_x f(\bar{x}_1, x_2 + t_0(x_1 - \bar{x}_1))|^p))^{\frac{1}{p}} + 0$$

$$= (P_{t_0}(|\partial_x f(x_1, x_2)|^p))^{\frac{1}{p}}$$

$$= P_{t_0}\left(\Gamma(f(x_1, x_2), f(x_1, x_2))^\frac{p}{2}\right)^\frac{1}{p}$$

Looking at the left side of (4.2.3) we rewrite it as

$$\limsup_{\bar{x}_1 \to x_1} \frac{|P_{t_0}f(x_1, x_2) - P_{t_0}f(\bar{x}_1, x_2 + t_0(x_1 - \bar{x}_1))|}{|x_1 - \bar{x}_1|} = \limsup_{h \to 0} \frac{|P_{t_0}((x_1, x_2) + h(-1, t_0)) - P_{t_0}f(x_1, x_2)|}{h}$$

$$= \limsup_{\bar{x}_1 \to x_1} \frac{|P_{t_0}f(\bar{x}_1, x_2 + t_0(x_1 - \bar{x}_1)) - P_{t_0}f(x_1, x_2)|}{|x_1 - \bar{x}_1|}$$

$$= |\nabla P_{t_0}f(x_1, x_2) \cdot (1, -t_0)|$$

$$= \left| \frac{\partial}{\partial x} P_{t_0}f(x_1, x_2) - t_0 \frac{\partial}{\partial y} P_{t_0}f(x_1, x_2) \right|.$$

We have the desired result after a rearranging of terms.

\[ \square \]

**Remark 4.2.2.** Note that this inequality is sharp. Let $f(x, y) = y$ so that $P_t f = y + tx$. Thus $\Gamma(P_t f, P_t f) = t^2$, $\Gamma(f, f) = 0$ and $\frac{\partial f}{\partial y} = 1$. Thus the left hand side of (4.2.1) is

$$\sqrt{\Gamma(P_t f, P_t f)} = t$$
while the right hand side is

\[
\left( P_t \left( \Gamma (f, f)^{\frac{p}{2}} \right) \right)^{\frac{1}{p}} + t \left| \frac{\partial}{\partial y} P_t f \right| = 0 + t.
\]

4.3 Heat kernel gradient estimates on the Heisenberg group

We define \( X, Y, \) and \( Z \) as the unique left-invariant vector fields with \( X_e = \partial_x, Y_e = \partial_y, \) and \( Z_e = \partial_z, \) so that

\[
X = \partial_x - y \partial_z, \\
Y = \partial_y + x \partial_z, \\
Z = \partial_z.
\]

As pointed out in [GL16, Example 6.1], the (sum of squares) operator

\[
\Delta_H = X^2 + Y^2
\]

is a natural sub-Laplacian for the Heisenberg group.

Let \( X_t \) be the Markov processes associated to \( \Delta_H. \) We call this process the Brownian motion on the Heisenberg group. The semigroup associated to the Heisenberg sub-laplacian is the following

\[
P_t f(x) = \mathbb{E}^x [f(X_t)].
\]
In [Kuw10], Kuwada showed that (1.1.10) for $f \in C^\infty_c (X)$ where $X$ is a sub-Riemannian space implies an upper gradient estimate. By the Kuwada duality, the upper gradient estimate formulated in [Kuw10] implies the existence of a coupling $\left( X_t, \tilde{X}_t \right)$ of Brownian motions on the Heisenberg groups started at $(x, \tilde{x})$, for each $t > 0$, satisfying

$$d_{CC} \left( X_t, \tilde{X}_t \right) \leq K d (x, \tilde{x}). \quad (4.3.1)$$

In the following, we give a direct proof of the converse of this. That is, given a coupling satisfying (4.3.1) we can prove the Driver-Melcher gradient estimate (1.1.10). We note that the following argument also works for any Carnot group.

**Theorem 4.3.1.** Suppose there exists a coupling of two Brownian motions on the Heisenberg group $\left( X_t, \tilde{X}_t \right)$ started at $(x, \tilde{x})$ that satisfies

$$d_{CC} \left( X_1, \tilde{X}_1 \right) \leq K d_{CC} (x, \tilde{x}), \text{ a.s},$$

for some constant $K \geq 1$. This coupling implies

$$|\nabla_{\mathbb{H}} P_t f|^p \leq K^p P_t \left( |\nabla_{\mathbb{H}} f|^p \right),$$

for all $p \geq 1$.

**Proof.** By the dilations in the group $\mathbb{H}$ it suffices to prove

$$|\nabla_{\mathbb{H}} P_t f|^p \leq K_p P_t \left( |\nabla_{\mathbb{H}} f|^p \right),$$

for $t = 1$ (See [DM05] and [BBBC08]). Let $\left( X_t, \tilde{X}_t \right)$ be a coupling of two Brownian
motions on the Heisenberg group started at \((\mathbf{x}, \tilde{\mathbf{x}})\) satisfying

\[
d_{\text{CC}} \left( \mathbf{X}_1, \tilde{\mathbf{X}}_1 \right) \leq K d_{\text{CC}} \left( \mathbf{x}, \tilde{\mathbf{x}} \right), \text{ a.s.} \tag{4.3.2}
\]

If \(y = (y_1, y_2, y_3)\) and \(y = (\tilde{y}_1, \tilde{y}_2, \tilde{y}_3)\) then \(P_1 (f, \tilde{y}) (y) = f(\tilde{y}) + \nabla \mathbb{H} f(\tilde{y}) \cdot \begin{pmatrix} y_1 - \tilde{y}_1 \\ y_2 - \tilde{y}_2 \end{pmatrix}\)
is the first order \(\mathbb{H}\)–Taylor polynomial. The following estimate is given in (Theorem 20.3.2, [BLU07]) and is an analogue to Taylor’s inequality for Carnot groups:

\[
|f(y) - P_1(f, \tilde{y})(y)| \leq c_1 d_{\text{CC}} (y, \tilde{y}) \times \sup_{d(z, e) \leq b d(\tilde{y}^{-1} \ast y, e)} \{ | \mathcal{X}^2 u | (\tilde{y} \ast z), | \mathcal{Y}^2 u | (\tilde{y} \ast z), | \mathcal{X} \mathcal{Y} u | (\tilde{y} \ast z) \}.
\]

Thus we have that

\[
|f(y) - f(\tilde{y})| \leq \left| \nabla \mathbb{H} f(\tilde{y}) \cdot \begin{pmatrix} y_1 - \tilde{y}_1 \\ y_2 - \tilde{y}_2 \end{pmatrix} \right| + \left| f(y) - f(\tilde{y}) - \nabla \mathbb{H} f(\tilde{y}) \cdot \begin{pmatrix} y_1 - \tilde{y}_1 \\ y_2 - \tilde{y}_2 \end{pmatrix} \right|
\]

\[
\leq | \nabla \mathbb{H} f(\tilde{y}) | \left| \begin{pmatrix} y_1 - \tilde{y}_1 \\ y_2 - \tilde{y}_2 \end{pmatrix} \right|
\]

\[
+ c_1 d_{\text{CC}} (y, \tilde{y})^2 \sup_{d(z, e) \leq b d(\tilde{y}^{-1} \ast y, e)} \{ | \mathcal{X}^2 u | (\tilde{y} \ast z), | \mathcal{Y}^2 u | (\tilde{y} \ast z), | \mathcal{X} \mathcal{Y} u | (\tilde{y} \ast z) \}
\]

\tag{4.3.3}
Using estimate (4.3.3) with \( y = X_1 \) and \( \tilde{y} = \tilde{X}_1 \) we have that

\[
|P_1 f(x) - P_1 f(\tilde{x})| \\
= \left| E^x f(X_1) - E^x f(\tilde{X}_1) \right| \\
\leq E(x,\tilde{x}) \left[ \left| f(X_1) - f(\tilde{X}_1) \right| \right] \\
\leq E \left[ \left| \nabla_H f(\tilde{X}_1) \right| \cdot \left( \begin{pmatrix} b_1 - \tilde{b}_1 \\ b_2 - \tilde{b}_2 \end{pmatrix} \right) \right] \\
+ c_1 E \left[ d_{CC}(X_1, \tilde{X}_1)^2 \right] \\
\times \sup_{d(z,e) \leq b^2 d_{CC}(x,\tilde{x})} \left\{ |\mathcal{H}^2 f(\tilde{X}_1 + z)|, |\mathcal{V}^2 f(\tilde{X}_1 + z)|, |\mathcal{H} \mathcal{V} f(\tilde{X}_1 + z)| \right\} \tag{4.3.4}
\]

Recall that \( |(x, y, z)|_{\mathbb{H}} = \left( (x^2 + y^2)^2 + z^2 \right)^{\frac{1}{4}} \) is a homogeneous norm on \( \mathbb{H} \) that is equivalent to \( d_{CC}((x, y, z), e) \). By Lemma A.0.8 it is easy to see that

\[
\left| \begin{pmatrix} b_1 - \tilde{b}_1 \\ b_2 - \tilde{b}_2 \end{pmatrix} \right| \leq d_{CC}(x, \tilde{x}) . \tag{4.3.6}
\]
Plugging \([4.3.2]\) and \([4.3.6]\) into \([4.3.5]\) we have that

\[
|P_1 f(x) - P_1 f(\tilde{x})| \\
\leq K d_{CC}(x, \tilde{x}) \mathbb{E} \left[ \left| \nabla_H f(\tilde{X}_1) \right| \right] \\
+ c_1 d_{CC}(x, \tilde{x})^2 \mathbb{E} \left[ \sup_{d(z,e) \leq b_2 d_{CC}(x_1, \tilde{x}_1)} \left\{ |X^2 f(\tilde{X}_1 \ast z)|, |Y^2 f(\tilde{X}_1 \ast z)|, |X^2 Y f(\tilde{X}_1 \ast z)| \right\} \right] \\
\leq K d_{CC}(x, \tilde{x}) (P_1 \left( \left| \nabla_H f(\tilde{x}) \right|^p \right) )^{\frac{1}{p}} \\\n+ c_1 \cdot K(f) d_{CC}(x, \tilde{x})^2,
\]

where we used Jensen’s inequality in the last line for \(p \geq 1\). Now since \(f \in C^\infty(\mathbb{H})\) and has bounded first and second derivatives then we can bound the expectation on the last term by a constant \(K(f) < \infty\). Thus we have

\[
|P_1 f(x) - P_1 f(\tilde{x})| \leq K d_{CC}(x, \tilde{x}) (P_1 \left( \left| \nabla_H f(\tilde{x}) \right|^p \right) )^{\frac{1}{p}} \\\n+ c_1 \cdot K(f) d_{CC}(x, \tilde{x})^2.
\]

Dividing out by \(d_{CC}(x, \tilde{x})\) and taking \(\tilde{x} \to x\) we have that

\[
\left| \nabla_H P_1 f(x) \right| = \limsup_{\tilde{x} \to x} \frac{|P_1 f(x) - P_1 f(\tilde{x})|}{d_{CC}(x, \tilde{x})} \\
\leq \limsup_{\tilde{x} \to x} \left[ K \left( P_1 \left( \left| \nabla_H f(\tilde{x}) \right|^p \right) \right) \frac{1}{p} + c_1 \cdot K(f) d_{CC}(x, \tilde{x}) \right] \\
= K \left( P_1 \left( \left| \nabla_H f(x) \right|^p \right) \right)^{\frac{1}{p}},
\]

which gives us

\[
\left| \nabla_H P_1 f(x) \right|^p \leq K^p P_1 \left( \left| \nabla_H f(x) \right|^p \right).
\]
Remark 4.3.2. In [DM05], the authors showed

\[ |\nabla_{\mathbb{H}} P_t f|^p \leq C_p(t) P_t (|\nabla_{\mathbb{H}} f|^p) \]

on the Heisenberg group where \( C_p(t) \) is the best constant. They showed that \( C_p(t) = C > 1 \). Specifically they showed that \( C_2(t) > 2 \). Note the Theorem 4.3.1 gives a characterization of this constant as \( C_p(t) = K^p \). Here \( K \) is the best constant that one can obtain by finding a coupling that satisfies \( d_{CC}(X_1, \tilde{X}_1) \leq K d_{CC}(x, y) \).
Chapter 5

Heat semigroup functional Inequalities for the Kolmogorov diffusion

In the last few years, there has been considerable interest in studying gradient bounds for semigroups generated by hypoelliptic diffusion operators. The motivation for such bounds comes from their potential applications to sub-Riemannian geometry (e.g. [BG17, BBG14]), quasi-invariance of heat kernel measures in infinite dimensions (e.g. [BGM13, Gor17]), functional inequalities such as Poincaré and log-Sobolev type inequalities (e.g. [DM05, BB12, Kuw10, Wan16]), and the study of convergence to equilibrium for hypocoercive diffusions (e.g. [Bau17a, BT18]). In particular, the gradient bounds we present in this paper might be used to prove a spectral gap existence similarly to [BW14] once one has spectral localization tools. In the present paper we are interested in gradient bounds for Kolmogorov type diffusion operators for which we present and compare two different techniques: Γ-calculus methods and coupling
methods.

The Kolmogorov operator on $\mathbb{R}^2$ defined as $L = \frac{1}{2} \frac{\partial^2}{\partial x^2} + x \frac{\partial}{\partial y}$ was initially introduced by A. N. Kolmogorov in [Kol34], where he obtained an explicit expression for the transition density of the diffusion process whose generator is the operator $L$. Later L. Hörmander in [Hör67] used this operator as the simplest example of a hypoelliptic second order differential operator. The semigroup generated by $L$ is Gaussian and thus the corresponding heat kernel may be computed explicitly, as was observed already by A. N. Kolmogorov. However, despite an explicit Gaussian heat kernel, it is somehow challenging to derive relevant functional inequalities for this semigroup. We refer for instance to R. Hamilton’s notes [Ham11], where Riccati type equations are used to prove Li-Yau and parabolic Harnack inequalities. This (classical) Kolmogorov operator is the starting point for our consideration of several hypoelliptic operators.

As we mention above we present two techniques to prove gradient estimates in this setting. While more geometric methods have been used for hypoelliptic operators (e.g. [Bau17a, BB12, BBG14, BG17]) in the last years, the coupling techniques have seen recent progress for such degenerate operators. In [BACK95], the authors were the first to consider couplings of hypoelliptic diffusions, as they prove existence of successful coupling for the Kolmogorov diffusion and Brownian motion on the Heisenberg group. Then in [BK16], S. Banerjee and W.Kendall used a non-Markovian strategy to couple the iterated Kolmogorov diffusion. The most relevant to our results is [BGM16], where coupling techniques have been used to prove gradient estimates on the Heisenberg group considered as a sub-Riemannian manifold.

The second part of the dissertation is organized as follows. We start by considering Kolmogorov diffusions in Section 5.1, where we use both generalized $\Gamma$-calculus and coupling techniques to prove gradient estimates such as in Proposition 5.1.5 and
Proposition 5.1.10. This setting provides the first illustration to contrast these two methods: while the coupling method is somewhat simpler, and yields a family of gradient estimates, other functional inequalities such as the reverse Poincaré and the reverse log-Sobolev inequalities for the corresponding semigroup do not seem to be trackable by coupling techniques. But we can prove these inequalities by using the generalized Γ-calculus. Moreover, we are able to use only this approach (not the coupling techniques) to obtain sharper gradient bounds for the relativistic diffusion considered in Chapter 6. The relativistic diffusion has been introduced by R. Dudley and studied extensively in [Bai08, Ang15, Dud66, Dud67, DH09, FLJ07, FLJ12, IM15, JM07, McK63], while the history of related objects both in mathematics and physics can be found in [Dun08]. Observe that generalized Γ-calculus gives relatively simple proofs of functional inequalities for the relativistic diffusion compared to previous results.

In Section 7.0.3 we use the coupling by parallel translation on Riemannian manifolds. The coupling can be described by a central limit theorem argument for the geodesic random walks as in [vR04]. It would be interesting to see if such a coupling can be carried out on sub-Riemannian manifolds using the approximation of Brownian motion by random walks introduced in [GL17]. If such a coupling can be constructed, then our results and techniques would be valid for even a larger class of hypoelliptic diffusions.
5.1 Kolmogorov diffusion in $\mathbb{R}^d \times \mathbb{R}^d$

Our main object in this section is a Kolmogorov diffusion in $\mathbb{R}^d \times \mathbb{R}^d$ defined by

$$X_t = \left( B_t, \int_0^t B_s ds \right),$$

where $B_t$ is a Brownian motion in $\mathbb{R}^d$ with the variance $\sigma^2$.

Definition 5.1.1 ([BGM18]). Let $f(p, \xi), p \in \mathbb{R}^d, \xi \in \mathbb{R}^d$ be a function on $\mathbb{R}^d \times \mathbb{R}^d$. For $\sigma > 0$, the Kolmogorov operator for $f \in C^2(\mathbb{R}^d \times \mathbb{R}^d)$ is defined by

$$(Lf)(p, \xi) := \langle p, \nabla_{\xi} f(p, \xi) \rangle + \frac{\sigma^2}{2} \Delta_p f(p, \xi) = \sum_{j=1}^d p_j \frac{\partial f}{\partial \xi_j}(p, \xi) + \frac{\sigma^2}{2} \Delta_p f(p, \xi),$$

where $\Delta_p$ is the Laplace operator $\Delta$ on $\mathbb{R}^d$ acting on the variable $p$ and $\nabla_{\xi}$ is the gradient on $\mathbb{R}^d$ acting on the variable $\xi$.

Note that for $d = 1$ and $\sigma = 1$ this is the original Kolmogorov operator. By Hörmander’s theorem in [Hör67], the operator $L$ is hypoelliptic and generates a Markov process $X_t$. It follows then that the process $X_t$ admits a smooth transition probability density with respect to the Lebesgue measure.

5.1.1 $\Gamma$-calculus

First we use geometric methods such as generalized $\Gamma$-calculus to prove gradient bounds for the semigroup generated by the Kolmogorov operator $L$. Moreover, we show that the estimate is sharp. We point out that a generalization of $\Gamma$-calculus for the Kolmogorov operator has been carried by F.Y. Wang in [Wan14, pp. 300-303].
However, our methods are different and yield optimal results as we explain in Remark 5.1.6.

Recall that the carré du champ operator for $L$ is defined by

$$\Gamma (f) := \frac{1}{2} L f^2 - f L f,$$

where $f$ is from an appropriate space of functions which will be specified later. A straightforward computation shows that

$$\Gamma (f) = \frac{1}{2} \sigma^2 \|\nabla_p f\|^2,$$  \hspace{1cm} (5.1.1)

where $\nabla_p$ is the standard gradient operator on $\mathbb{R}^d$ acting on the variable $p$, and $\|\cdot\|$ is the $\mathbb{R}^d$-norm.

**Notation 5.1.2** ([BGM18]). For $\alpha \in \mathbb{R}$, $\beta \geq 0$ we define a symmetric first-order differential bilinear form $\Gamma^{\alpha,\beta} : C^\infty (\mathbb{R}^d \times \mathbb{R}^d) \times C^\infty (\mathbb{R}^d \times \mathbb{R}^d) \to \mathbb{R}$ by

$$\Gamma^{\alpha,\beta}(f, g) := \sum_{i=1}^d \left( \frac{\partial f}{\partial p_i} - \alpha \frac{\partial f}{\partial \xi_i} \right) \left( \frac{\partial g}{\partial p_i} - \alpha \frac{\partial g}{\partial \xi_i} \right) + \beta \sum_{i=1}^d \frac{\partial f}{\partial \xi_i} \frac{\partial g}{\partial \xi_i},$$

$$= \langle \nabla_p f, \nabla_p g \rangle - \alpha \langle \nabla_p f, \nabla_\xi g \rangle - \alpha \langle \nabla_\xi f, \nabla_p g \rangle + (\alpha^2 + \beta) \langle \nabla_\xi f, \nabla_\xi g \rangle,$$  \hspace{1cm} (5.1.2)

with the usual convention that $\Gamma^{\alpha,\beta}(f) := \Gamma^{\alpha,\beta}(f, f)$. We will also consider

$$\Gamma_2^{\alpha,\beta}(f) = \frac{1}{2} L \Gamma^{\alpha,\beta}(f) - \Gamma^{\alpha,\beta}(f, L f).$$

We start with the following key lemma.
Lemma 5.1.3 ([BGM18]). For $f \in C^\infty (\mathbb{R}^d \times \mathbb{R}^d)$

$$
\Gamma_2^{\alpha,\beta}(f) \geq \alpha \sum_{i=1}^{d} \left( \frac{\partial f}{\partial \xi_i} \right)^2 - \sum_{i=1}^{d} \frac{\partial f}{\partial \xi_i} \frac{\partial f}{\partial p_i} = \alpha \| \nabla_{\xi} f \|^2 - \langle \nabla_{\xi} f, \nabla_{p} f \rangle.
$$

Proof. Let $\alpha \in \mathbb{R}, \beta \geq 0$. A computation shows that

$$
\Gamma_2^{\alpha,\beta}(f) = \alpha \sum_{i=1}^{d} \left( \frac{\partial f}{\partial \xi_i} \right)^2 - \sum_{i=1}^{d} \frac{\partial f}{\partial \xi_i} \frac{\partial f}{\partial p_i}
$$

$$
+ \frac{\sigma^2}{2} \sum_{i=1}^{d} \sum_{j=1}^{d} \left( \frac{\partial^2 f}{\partial p_i \partial p_j} - \alpha \frac{\partial^2 f}{\partial p_i \partial \xi_j} \right)^2
$$

$$
+ \frac{\sigma^2}{2} \beta \sum_{i=1}^{d} \sum_{j=1}^{d} \left( \frac{\partial^2 f}{\partial p_i \partial \xi_j} \right)^2
$$

$$
\geq \alpha \sum_{i=1}^{d} \left( \frac{\partial f}{\partial \xi_i} \right)^2 - \sum_{i=1}^{d} \frac{\partial f}{\partial \xi_i} \frac{\partial f}{\partial p_i}.
$$

\qed

Remark 5.1.4 ([BGM18]). We will repeatedly use the following simple computation.

Suppose $\alpha(s), \beta(s) \in C^1([0, \infty))$. Then for $f \in C^\infty (\mathbb{R}^d \times \mathbb{R}^d)$

$$
\phi'(s) = 2P_s \left( \Gamma_2^{\alpha(s),\beta(s)}(P_{t-s}f) \right) - 2\alpha'(s) P_s \langle \nabla_p P_{t-s}f, \nabla_{\xi} P_{t-s}f \rangle + (2\alpha'(s) \alpha(s) + \beta'(s)) P_s \| \nabla_{\xi} P_{t-s}f \|^2,
$$

where $\phi$ is the functional

$$
\phi(s) := P_s \left( \Gamma^{\alpha(s),\beta(s)}(P_{t-s}f) \right), \quad 0 \leq s \leq t,
$$
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We are now in position to prove regularization properties for the semigroup $P_t = e^{tL}$.

**Proposition 5.1.5** (Bakry-Émery type estimate, [BGM18]). Let $f \in C^1(\mathbb{R}^d \times \mathbb{R}^d)$ be a Lipschitz function, then one has

$$\|\nabla_p P_t f\|^2 \leq \sum_{i=1}^{d} P_t \left( \frac{\partial f}{\partial p_i} + t \frac{\partial f}{\partial \xi_i} \right)^2,$$

and

$$\|\nabla_\xi P_t f\|^2 \leq P_t \|\nabla_\xi f\|^2.$$

**Proof.** Let $t > 0$. We first assume that $f$ is smooth and rapidly decreasing. In that case, the following computations are easily justified since $P_t$ has a Gaussian kernel (see [CCFI11, pp. 80-85]). We consider then (at a given fixed point $(\xi, p)$) the functional

$$\phi(s) = P_s(\Gamma^{(0),\beta}(P_{t-s}f)), \quad 0 \leq s \leq t,$$

where $\alpha(s) = -s$ and $\beta$ is a non-negative constant. Then by (5.1.3) and Lemma 5.1.3

$$\phi'(s) = 2P_s \left( \Gamma^{(0),\beta}_2(P_{t-s}f) + \langle \nabla_p (P_{t-s}f), \nabla_\xi (P_{t-s}f) f \rangle + s \|\nabla_\xi (P_{t-s}f)\|^2 \right) \geq 2P_s (\alpha(s)\|\nabla_\xi (P_{t-s}f)\|^2 - \langle \nabla_\xi (P_{t-s}f), \nabla_p (P_{t-s}f) \rangle) + \langle \nabla_\xi (P_{t-s}f), \nabla_p (P_{t-s}f) \rangle + s \|\nabla_\xi P_{t-s}f\|^2 = 0.$$

Thus $\phi$ is increasing, and therefore $\phi(0) \leq \phi(t)$, that is,

$$\Gamma^{(0),\beta}(P_t f) \leq P_t(\Gamma^{(0),\beta}(f)).$$
The result follows immediately by taking $\beta = 0$. Now, if $f \in C^1(\mathbb{R}^d \times \mathbb{R}^d)$ is a Lipschitz function, then for any $s > 0$, the function $P_s f$ is smooth and rapidly decreasing (again, since $P_s$ has a Gaussian kernel). Therefore, applying the inequality we have proved to $P_s f$ yields

$$\|\nabla_p P_{t+s} f\|^2 \leq \sum_{i=1}^d P_t \left( \frac{\partial P_s f}{\partial p_i} + t \frac{\partial P_s f}{\partial \xi_i} \right)^2.$$ 

Letting $s \to 0$ concludes the argument. To justify this limit one can first observe that since $f$ is Lipschitz then $P_s f \to f$ as $s \to 0$. This follows since

$$|(P_s f)(p,\xi) - f(p,\xi)| \leq \mathbb{E}^{(p,\xi)} ||f(X_s) - f(p,\xi)||$$

$$\leq C \mathbb{E}^{(p,\xi)} ||X_s - (p,\xi)||$$

$$= C \mathbb{E}^{(0,0)} \left[ \left( B_s, ps + \int_0^s B_u du \right) \right]$$

$$\leq C \mathbb{E}^0 ||B_s|| + |p| s + C \int_0^s \mathbb{E}^0 |B_u| du$$

$$= C \sqrt{\frac{2s}{\pi}} + |p| s + C \frac{2}{3} \sqrt{\frac{2}{\pi}} s^{\frac{3}{2}},$$

where $C$ is the Lipschitz constant.

Similarly one can also show that $P_s f$ is dominated by $g_s(p,\xi) = c_1 (|p| + |\xi| + \sqrt{s}) + c_2$ for $0 < s < 1$ since $f$ is Lipschitz. A dominated convergence argument finishes the proof.

\[\square\]

**Remark 5.1.6** (Bakry-Émery type estimate is sharp, [BGM18]). Suppose $l$ is any linear form on $\mathbb{R}^d$, we define the function $f(p,\xi) := l(\xi)$. Note that $f$ is Lipschitz since $f$ is linear. Then for every $(p,\xi) \in \mathbb{R}^d \times \mathbb{R}^d$ and $t \geq 0$ we have

$$P_t f(p,\xi) = \mathbb{E} \left( f \left( B_t + p, \xi + tp + \int_0^t B_u ds \right) \right) = l(\xi) + tl(p).$$
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For this choice of $f$, one has $\|\nabla_p P_t f\|^2 = t^2 \|l\|^2$ and

$$\sum_{i=1}^{d} P_t \left( \frac{\partial f}{\partial p_i} + t \frac{\partial f}{\partial \xi_i} \right)^2 = t^2 \|l\|^2.$$  

Similarly, for this choice of $f$, $\|\nabla_\xi P_t f\|^2 = P_t \|\nabla_\xi f\|^2$. So the bounds in Proposition 5.1.5 are sharp.

**Proposition 5.1.7** (Reverse Poincaré inequality, [BGM18]). Let $f \in C^1(\mathbb{R}^d \times \mathbb{R}^d)$ be a bounded function, then for $t > 0$

$$\sum_{i=1}^{d} \left( \frac{\partial P_t f}{\partial p_i} - \frac{1}{2} t \frac{\partial P_t f}{\partial \xi_i} \right)^2 + \frac{t^2}{12} \left( \frac{\partial P_t f}{\partial \xi_i} \right)^2 \leq \frac{1}{\sigma^2 t} (P_t f^2 - (P_t f)^2).$$

**Proof.** Let $t > 0$. By using the same argument as in the previous proof, we can assume that $f$ is smooth and rapidly decreasing. We consider the functional

$$\phi(s) = (t-s) P_s(\Gamma^{\alpha(s),\beta(s)}(P_{t-s} f)), \quad 0 \leq s \leq t,$$

where $\alpha(s) = \frac{1}{2} (t-s)$ and $\beta(s) = \frac{1}{12} (t-s)^2$. By [5.1.1], [5.1.2], [5.1.3] and Lemma 5.1.3 we have

$$\phi'(s) = - P_s(\Gamma^{\alpha(s),\beta(s)}(P_{t-s} f)) + (t-s) P_s(\nabla_p P_{t-s} f, \nabla_\xi P_{t-s} f) + (t-s) (2\alpha'(s) \alpha(s) + \beta'(s)) P_s \|\nabla_\xi P_{t-s} f\|^2 \geq - P_s(\|\nabla_p P_{t-s} f\|^2) = - \frac{2}{\sigma^2} P_s(\Gamma(P_{t-s} f)).$$
Therefore, we have
\[ \phi(0) \leq \frac{2}{\sigma^2} \int_0^t P_s(\Gamma(P_{t-s}f))ds, \]
where we used the fact that \( \phi \) is positive. We now observe that
\[ \frac{2}{\sigma^2} \int_0^t P_s(\Gamma(P_{t-s}f))ds = \frac{1}{\sigma^2}(P_t f^2 - (P_t f)^2). \]
Therefore, we conclude
\[ t\Gamma^{\alpha(0),\beta(0)}(P_t f) \leq \frac{1}{\sigma^2}(P_t f^2 - (P_t f)^2). \]

\textbf{Proposition 5.1.8} (Reverse log-Sobolev inequality, [BGM18]). Let \( f \in C^1(\mathbb{R}^d \times \mathbb{R}^d) \) be a non-negative bounded function. One has for \( t > 0 \)
\[ \sum_{i=1}^d \left( \frac{\partial \ln P_t f}{\partial p_i} - \frac{1}{2} t \frac{\partial \ln P_t f}{\partial \xi_i} \right)^2 + \frac{1}{12} t^2 \left( \frac{\partial \ln P_t f}{\partial \xi_i} \right)^2 \leq \frac{2}{\sigma^2 t P_t f} (P_t (f \ln f) - P_t f \ln P_t f). \]

\textit{Proof.} As before, we can assume that \( f \) is smooth, non-negative and rapidly decreasing. Let \( t > 0 \). We consider the functional
\[ \phi(s) = (t - s) P_s((P_{t-s}f)\Gamma^{\alpha(s),\beta(s)}(\ln P_{t-s}f)), \quad 0 \leq s \leq t, \]
where $\alpha(s) = \frac{1}{2}(t-s)$ and $\beta(s) = \frac{1}{12}(t-s)^2$. Similarly to the previous proofs we have

\[
\phi'(s) = -P_s((P_{t-s}f)\Gamma^{\alpha(s),\beta(s)}(\ln P_{t-s}f)) + 2(t-s)P_s((P_{t-s}f)\Gamma^2_{\alpha(s),\beta(s)}(\ln P_{t-s}f)) - 2(t-s)\alpha'(s) \sum_{i=1}^d P_s \left( (P_{t-s}f) \frac{\partial \ln P_{t-s}f}{\partial \xi_i} \frac{\partial \ln P_{t-s}f}{\partial p_i} \right) + 2(t-s)\alpha(s)\alpha'(s) P_s[(P_{t-s}f)\|\nabla_{\xi} \ln P_{t-s}f\|^2] + (t-s)\beta'(s) P_s[(P_{t-s}f)\|\nabla_{\xi} \ln P_{t-s}f\|^2] \geq -P_s((P_{t-s}f)\|\nabla_p \ln P_{t-s}f\|^2) = -\frac{2}{\sigma^2} P_s((P_{t-s}f)\Gamma(\ln P_{t-s}f)).
\]

Therefore, we have

\[
\phi(0) \leq \frac{2}{\sigma^2} \int_0^t P_s((P_{t-s}f)\Gamma(\ln P_{t-s}f))ds.
\]

We now observe that

\[
2 \int_0^t P_s((P_{t-s}f)\Gamma(\ln P_{t-s}f))ds = 2(P_t(f \ln f) - P_t f \ln P_t f),
\]

and therefore

\[
t(P_t f)\Gamma^{\alpha(0),\beta(0)}(\ln P_t f) \leq \frac{2}{\sigma^2} (P_t(f \ln f) - P_t f \ln P_t f).
\]

The fact that the reverse log-Sobolev inequality implies a Wang-Harnack inequality for general Markov operators is by now well-known (see for instance [BB12, Proposition 3.4]). We deduce therefore the following functional inequality.
**Theorem 5.1.9** (Wang-Harnack inequality, [BGM18]). Let $f$ be a non-negative Borel bounded function on $\mathbb{R}^d \times \mathbb{R}^d$. Then for every $t > 0$, $(p, \xi), (p', \xi') \in \mathbb{R}^d \times \mathbb{R}^d$ and $\alpha > 1$ we have

$$(P_t f)^\alpha (p, \xi) \leq C_\alpha (t, (p, \xi), (p', \xi')) (P_t f^\alpha)(p', \xi'),$$

where

$$C_\alpha (t, (p, \xi), (p', \xi')) := \exp \left(\frac{\alpha}{\alpha - 1} \left( \frac{6}{\sigma^2 t^3} \sum_{i=1}^d \left( \frac{t}{2} (p'_i - p_i) + (\xi'_i - \xi_i) \right)^2 + \frac{1}{2 \sigma^2 t} \sum_{i=1}^d (p'_i - p_i)^2 \right) \right).$$

**Proof.** As before we assume that $f$ is non-negative and rapidly decreasing. Let $t > 0$ be fixed and $(p, \xi), (p', \xi') \in \mathbb{R}^d \times \mathbb{R}^d$. We observe first that the reverse log-Sobolev inequality in Proposition [5.1.8] can be rewritten

$$\Gamma^{\frac{1}{2}t, \frac{1}{2}t^2} (\ln P_t f) \leq \frac{2}{t \sigma^2 P_t f} (P_t (f \ln f) - P_t f \ln P_t f).$$

We can now integrate the previous inequality as in [BB12, Proposition 3.4] and deduce

$$(P_t f)^\alpha (p, \xi) \leq (P_t f^\alpha)(p', \xi') \exp \left( \frac{\alpha}{\alpha - 1} \frac{d_t^2((p, \xi), (p', \xi'))}{2 \sigma^2 t} \right),$$

where $d_t$ is the control distance associated to the gradient $\Gamma^{\frac{1}{2}t, \frac{1}{2}t^2}$ defined by (5.1.2).
Therefore

\[ d_t^2((p, \xi), (p', \xi')) = \frac{12}{t^2} \sum_{i=1}^{d} \left( \frac{1}{2} t(p'_i - p_i) + (\xi'_i - \xi_i) \right)^2 + \sum_{i=1}^{d} (p'_i - p_i)^2 \]

\[ = 4 \sum_{i=1}^{d} (p'_i - p_i)^2 + \frac{12}{t} \sum_{i=1}^{d} (p'_i - p_i)(\xi'_i - \xi_i) + \frac{12}{t^2} \sum_{i=1}^{d} (\xi'_i - \xi_i)^2 \]

and the proof is complete. \qed

5.1.2 Coupling

In this section, we use coupling techniques to prove Proposition 5.1.5 under slightly different assumptions. We start by recalling the notion of a coupling. Suppose \((\Omega, \mathcal{F}, P)\) is a probability space, and \(X_t\) and \(\tilde{X}_t\) are two diffusions in \(\mathbb{R}^d\) defined on this space with the same generator \(L\), starting at \(x, \tilde{x} \in \mathbb{R}^d\) respectively. By their coupling we understand a diffusion \((X_t, \tilde{X}_t)\) in \(\mathbb{R}^d \times \mathbb{R}^d\) such that its law is a coupling of the laws of \(X_t\) and \(\tilde{X}_t\). That is, the first and the second \(d\)-dimensional (marginal) distributions of \((X_t, \tilde{X}_t)\) are given by distributions of \(X_t\) and \(\tilde{X}_t\).

Let \(P(x, \tilde{x})\) be the distribution of \((X_t, \tilde{X}_t)\), so that \(P(x, \tilde{x})\left(X_0 = x, \tilde{X}_0 = \tilde{x}\right) = 1\). We denote by \(E(x, \tilde{x})\) the expectation with respect to the probability measure \(P(x, \tilde{x})\).

To prove Proposition 5.1.10 we use the synchronous coupling of Brownian motions in \(\mathbb{R}^d\). That is, for \((p, \tilde{p}) \in \mathbb{R}^d \times \mathbb{R}^d\) we let \(B^p_t = p + B_t\) and \(\tilde{B}^{\tilde{p}}_t = \tilde{p} + B_t\), where \(B_t\) is a standard Brownian motion in \(\mathbb{R}^d\).

**Proposition 5.1.10** (BGM18). Let \(f \in C^2(\mathbb{R}^d \times \mathbb{R}^d)\) with bounded second deriva-
tives. If $1 \leq q < \infty$ then for $t \geq 0$,

$$\|\nabla_p P_t f\|^q \leq \sum_{i=1}^d P_t \left( \left| \frac{\partial f}{\partial p_i} \right|^q + t \left| \frac{\partial f}{\partial \xi_i} \right|^q \right).$$

**Proof.** Consider two copies of Kolmogorov diffusions

$$X_t = (B^p_t, Y_t) = \left( p + B_t, \xi + tp + \int_0^t B_t ds \right),$$

$$\tilde{X}_t = (\tilde{B}^p_t, \tilde{Y}_t) = \left( \tilde{p} + \tilde{B}_t, \xi + t\tilde{p} + \int_0^t \tilde{B}_t ds \right),$$

where $B_t$ and $\tilde{B}_t$ are two Brownian motions started at 0. Note that $X_t$ starts at $(p, \xi)$ and $\tilde{X}_t$ starts at $(\tilde{p}, \xi)$. In order to construct a coupling of $(X_t, \tilde{X}_t)$ it suffices to couple $(B_t, \tilde{B}_t)$. Let us synchronously couple $(B_t, \tilde{B}_t)$ for all time so that

$$|B^p_t - \tilde{B}^p_t| = |p - \tilde{p}|,$$

$$|Y_t - \tilde{Y}_t| = t |p - \tilde{p}|,$$

for all $t \geq 0$. By using an estimate on the remainder $R$ of Taylor’s approximation to $f$ and the assumption that $f \in C^2(\mathbb{R}^d \times \mathbb{R}^d)$ has bounded second derivatives, there exists a $C_f \geq 0$ such that

$$\left| f(X_t) - f(\tilde{X}_t) \right| = \left| \sum_{i=1}^d \partial_{p_i} f \left( \tilde{X}_t \right) (p_i - \tilde{p}_i) + \sum_{i=1}^d t \partial_{\xi_i} f \left( \tilde{X}_t \right) (p_i - \tilde{p}_i) + R \left( \tilde{X}_t \right) \right| \leq \sum_{i=1}^d \left| \partial_{p_i} f \left( \tilde{X}_t \right) + t \partial_{\xi_i} f \left( \tilde{X}_t \right) \right| |p - \tilde{p}| + \frac{C_L}{2} d^2 (1 + t)^2 |p - \tilde{p}|^2.$$
Using this estimate and Jensen’s inequality we see that

\[ |P_t f(p, \xi) - P_t f(\tilde{p}, \xi)| = \left| \mathbb{E}^{((p, \xi), (\tilde{p}, \xi))} \left[ f(X_t) - f(\tilde{X}_t) \right] \right| \]

\[ \leq \mathbb{E}^{((p, \xi), (\tilde{p}, \xi))} \left[ \left| f(X_t) - f(\tilde{X}_t) \right| \right] \]

\[ \leq \sum_{i=1}^{d} \mathbb{E}^{((p, \xi), (\tilde{p}, \xi))} \left[ \left| (\partial_{p_i} f(\tilde{X}_t) + t\partial_{\xi} f(\tilde{X}_t)) \right|^q \right]^{\frac{1}{q}} |p - \tilde{p}| \]

\[ + \frac{C_f}{2} d^2 (1 + t)^2 |p - \tilde{p}|^2 \]

\[ = \sum_{i=1}^{d} P_t \left( \left| (\partial_{p_i} f(p, \xi) + t\partial_{\xi} f(p, \xi)) \right|^q \right)^{\frac{1}{q}} |p - \tilde{p}| \]

\[ + \frac{C_f}{2} d^2 (1 + t)^2 |p - \tilde{p}|^2. \]

Dividing out by $|p - \tilde{p}|$ and taking $\tilde{p} \to p$ we have that

\[ \| \nabla_p P_t f(p, \xi) \| = \limsup_{\tilde{p} \to p} \frac{|P_t f(p, \xi) - P_t f(\tilde{p}, \xi)|}{|p - \tilde{p}|} \]

\[ \leq \sum_{i=1}^{d} P_t \left( \left| \partial_{p_i} f(p, \xi) + t\partial_{\xi} f(p, \xi) \right|^q \right)^{\frac{1}{q}}, \]

which proves the statement. \qed

Remark 5.1.11 ([BGM18]). When $q = 2$, this coincides with the conclusion of Proposition 5.1.5. The coupling method here is simpler than the $\Gamma$-calculus method and moreover yields a family of inequalities for $q \geq 1$. However, on the other hand, it appears difficult to prove the reverse Poincaré and the reverse log-Sobolev inequalities for the semigroup by using coupling techniques.
Chapter 6

Functional inequalities for the relativistic diffusion

In this chapter we consider the diffusion \( X_t = (B_t, \int_0^t B_s ds) \), where \( B_t \) is a Brownian motion on the \( d \)-dimensional hyperbolic space \( \mathbb{H}^d \). This is the relativistic Brownian motion introduced by R. Dudley [Dud66] and studied by J. Franchi and Y. Le Jan in [FLJ07]. In this section, we will prove functional inequalities for the generator of \( X_t \). Our methods will only involve \( \Gamma \)-calculus through generalized curvature dimension conditions. The emphasis on \( \Gamma \)-calculus in this section will allow us to obtain sharper estimates for the relativistic diffusion. In particular, the estimate (6.0.3) in Corollary 6.0.4 is sharper than the ones given in Theorems 7.0.3 and 7.0.8. In the following sections we will prove similar theorems using both \( \Gamma \)-calculus and coupling techniques but for a larger class of diffusions.

We follow the notation in [FLJ07]. Recall that the Minkowski space is the product \( \mathbb{R} \times \mathbb{R}^d \) with \( d \geq 2 \)

\[
\mathbb{R}^{1,d} = \{ \xi = (\xi_0, \xi) \in \mathbb{R} \times \mathbb{R}^d \}
\]
equipped with the Lorentzian norm \( q (\xi, \xi):= \xi^2 - \|\xi\|^2 \). The standard basis in \( \mathbb{R}^{1,d} \) is denoted by \( e_0, ..., e_d \). Let \( \mathbb{H}^d \) be the positive half of the unit sphere in \( \mathbb{R}^{1,d} \), namely,

\[
\mathbb{H}^d := \{ p \in \mathbb{R}^{1,d} : p_0 > 0, q(p,p) = 1 \}.
\]

Note that \( \mathbb{H}^d \) has a standard parametrization \( p = (p_0, \vec{p}) = (\cosh r, \sinh r \omega) \) with \( r \geq 0, \omega \in S^{d-1} \). In these coordinates the hyperbolic metric is given by \( dr^2 + \sinh^2 r d\omega^2 \), where \( d\omega \) is the metric on the sphere \( S^{d-1} \), and the volume element is

\[
\int_{\mathbb{H}^d} f(\Omega) d\Omega = \int_0^\infty \int_{S^{d-1}} f(r,\omega) \sinh^{d-1} r dr d\omega.
\]

Finally, the corresponding Laplace-Beltrami operator \( \mathbb{H}^d \) can be written in these coordinates as follows (see [FLJ12, Proposition 3.5.4]).

\[
\Delta^\mathbb{H} f(r,\omega) := \frac{\partial^2 f}{\partial r^2}(r,\omega) + (d-1) \coth r \frac{\partial f}{\partial r}(r,\omega) + \frac{1}{\sinh^2 r} \Delta_{S^{d-1}}^\omega f(r,\omega),
\]

where \( \Delta_{S^{d-1}}^\omega \) is the Laplace operator on \( S^{d-1} \) acting on the variable \( \omega \). We denote by \( \nabla^\mathbb{H} \) the gradient on \( \mathbb{H}^d \) viewed as a Riemannian manifold.

Following the construction in [Dud66], we consider a stochastic process with values in the unitary tangent bundle \( T^1 \mathbb{R}^{1,d} \) of the Minkowski space-time \( \mathbb{R}^{1,d} \). We identify the unit tangent bundle with \( \mathbb{H}^d \times \mathbb{R}^{1,d} \). Then the relativistic Brownian motion is the process \( X_t := (g_t,\xi_t) \), where \( g_t \) is a Brownian motion in \( \mathbb{H}^d \) starting at \( e_0 \), and the second process is the time integral of \( g_t \)

\[
\xi_t := \int_0^t g_s ds.
\]
By [FLJ12, Theorem VII.6.1] the process $X_t$ is a Markov Lorentz-invariant diffusion whose generator is the relativistic Laplacian defined as follows. For $\sigma > 0$, the relativistic Laplacian for $f \in C^2 (\mathbb{H}^d \times \mathbb{R}^{1,d})$ is the operator

$$(L f)(p, \xi) = \langle p, \nabla_\xi f (p, \xi) \rangle + \frac{\sigma^2}{2} \Delta^H_p f (p, \xi) =$$

$$p_0 \frac{\partial f}{\partial \xi_0} (p, \xi) + \sum_{j=1}^d p_j \frac{\partial f}{\partial \xi_j} (p, \xi) + \frac{\sigma^2}{2} \Delta^H_p f (p, \xi),$$

where $\Delta^H_p$ is the Laplace-Beltrami operator $\Delta^H$ on $\mathbb{H}^d$ acting on the variable $p$. The operator $L$ is hypoelliptic and generates the Markov process $X_t$. Let $P_t$ be the heat semigroup with the operator $L$ being its generator.

We consider functions on $\mathbb{H}^d \times \mathbb{R}^{1,d}$ with $f(p, \xi), p \in \mathbb{H}^d, \xi \in \mathbb{R}^{1,d}$. Recall that operators $\nabla^H$ and $\Delta^H$ act on the variable $p$ for $f(p, \xi)$. We use $\nabla_\xi$ for the usual Euclidean gradient. Let $\Gamma(f)$ be the carré du champ operator for $L$, while let $\Gamma^H$ be the carré du champ operator for $\Delta^H$. Recall that we view $\mathbb{H}^d$ as a Riemannian manifold with $\Delta^H$ being the Laplace-Beltrami operator.

Our main result of this section is a generalized curvature-dimension inequality for $\mathbb{H}^d \times \mathbb{R}^{1,d}$ with the operator $L$ and $\nabla_\xi$ playing a role of the vertical gradient. Namely, we define a symmetric, first-order differential bilinear form $\Gamma^Z : C^\infty(\mathbb{H}^d \times \mathbb{R}^{1,d}) \times C^\infty(\mathbb{H}^d \times \mathbb{R}^{1,d}) \to \mathbb{R}$ by

$$\Gamma^Z(f) := \|\nabla_\xi f\|^2, \quad (6.0.1)$$

for any $f \in C^\infty(\mathbb{H}^d \times \mathbb{R}^{1,d})$.

**Theorem 6.0.1** (Curvature-dimension condition, [BGM18]). The operator $L$ satisfies the following generalized curvature-dimension condition for any $f \in C^\infty(\mathbb{H}^d \times \mathbb{R}^{1,d})$
\[ \Gamma_2(f) \geq -\frac{d}{2} \sigma^2 \Gamma(f) - \frac{1}{4} \Gamma^Z(f), \]
\[ \Gamma^Z_2(f) \geq 0. \]

**Proof.** A simple calculation of the carré du champ operator for \( L \) is given by

\[ \Gamma(f) := \frac{1}{2} (L f^2 - 2 f L f) = \frac{\sigma^2}{2} \| \nabla^H_p f \|^2, \]

where as before \( \nabla^H_p \) is the Riemannian gradient on \( \mathbb{H}^d \). Straightforward computations show that the iterated carré du champ operator

\[ \Gamma_2(f) := \frac{1}{2} (L \Gamma(f) - 2 \Gamma(f, L f)) \]

is given by

\[ \Gamma_2(f) = \frac{\sigma^4}{4} \Gamma^H_2(f) - \frac{\sigma^2}{2} \langle \nabla^H_p f, \nabla \xi f \rangle, \]

where \( \Gamma^H_2(f) \) is the iterated carré du champ operator for \( \Delta^H_p \). Recall that we view \( \mathbb{H}^d \) as a Riemannian manifold with \( \Delta^H \) being the Laplace-Beltrami operator, therefore we can use Bochner’s formula for \( \Delta^H_p \)

\[ \Gamma^H_2(f) \geq -(d - 1) \| \nabla^H_p f \|^2, \]

thus

\[ \Gamma_2(f) \geq -\frac{d - 1}{2} \sigma^2 \Gamma(f) - \frac{\sigma^2}{2} \langle \nabla^H_p f, \nabla \xi f \rangle. \]

Now we can use an elementary estimate
\[-\frac{\sigma^2}{2} \langle \nabla^H_p f, \nabla f \rangle \geq -\frac{\sigma^4}{4} \| \nabla^H_p f \|^2 - \frac{1}{4} \| \nabla f \|^2 = -\frac{\sigma^2}{2} \Gamma (f) - \frac{1}{4} \| \nabla f \|^2\]
to see that

\[\Gamma_2 (f) \geq -\frac{d}{2} \sigma^2 \Gamma (f) - \frac{1}{4} \| \nabla f \|^2.\]

The last term in this inequality is the bilinear form \(\Gamma^Z\) defined by (6.0.1). Its iterated form is

\[\Gamma^Z_2 (f) := \frac{1}{2} (L \Gamma^Z (f) - 2 \Gamma^Z (f, Lf)),\]

for which another routine computation shows that

\[\Gamma^Z_2 (f) = \frac{\sigma^2}{2} \| \nabla f \|^2 \geq 0,\]

which concludes the proof. \(\Box\)

For later use, our first task is to construct a convenient Lyapunov function for the operator \(L\). A Lyapunov function on \(\mathbb{H}^d \times \mathbb{R}^{1,d}\) for the operator \(L\) is a smooth function such that \(LW \leq CW\) for some \(C > 0\). Consider the function

\[W(p, \xi) := 1 + \xi_0^2 + \| \xi \|^2 + d_R(p_0, p)^2, \quad p \in \mathbb{H}^d, \xi \in \mathbb{R}^{1,d}, \quad (6.0.2)\]

where \(p_0\) is a fixed point in \(\mathbb{H}^d\) and \(d_R\) is the Riemannian distance in \(\mathbb{H}^d\).

We observe that \(W\) is smooth since \(d_R(p_0, \cdot)^2\) is (on the hyperbolic space the exponential map at \(p_0\), is a diffeomorphism). Using the Laplacian comparison theorem
on \( \mathbb{H}^d \), one can see that \( W \) has the following properties

\[
W \geq 1,
\]
\[
\| \nabla_\xi W \| + \| \nabla_p W \| \leq CW,
\]
\[
LW \leq CW \text{ for some constant } C > 0,
\]
\[
\{ W \leq m \} \text{ is compact for every } m.
\]

We shall make use of the Lyapunov function \( W \) defined by (6.0.2) to prove the following result.

**Theorem 6.0.2** (Gradient estimate, [BGM18]). Consider the operator \( L \) and its corresponding heat semigroup \( P_t \). For any \( f \in C_0^\infty (\mathbb{H}^d \times \mathbb{R}^1, d) \) and \( t \geq 0 \)

\[
2d\sigma^2 \Gamma (P_t f) (x) + \Gamma^Z (P_t f) (x) \leq e^{d\sigma^2 t} (2d\sigma^2 P_t (\Gamma (f)) (x) + P_t (\Gamma^Z (f)) (x)).
\]

**Proof.** We fix \( t > 0 \) throughout the proof. For \( 0 < s < t, x \in \mathbb{H}^d \times \mathbb{R}^1 \) we denote

\[
\varphi_1 (x, s) := \Gamma (P_{t-s} f) (x),
\]
\[
\varphi_2 (x, s) := \Gamma^Z (P_{t-s} f) (x).
\]

Then

\[
L\varphi_1 + \frac{\partial \varphi_1}{\partial s} = 2\Gamma_2 (P_{t-s} f),
\]
\[
L\varphi_2 + \frac{\partial \varphi_2}{\partial s} = 2\Gamma^Z_2 (P_{t-s} f).
\]
Now we would like to find two non-negative smooth functions \( a(s) \) and \( b(s) \) such that for

\[
\varphi(x, s) := a(s) \varphi_1(x, s) + b(s) \varphi_2(x, s),
\]

we have

\[
L\varphi + \frac{\partial \varphi}{\partial s} \geq 0.
\]

Then by Theorem 6.0.1 we have

\[
L\varphi + \frac{\partial \varphi}{\partial s} = a'(s) \Gamma(P_{t-s}f) + b'(s) \Gamma^Z(P_{t-s}f) + 2a(s) \Gamma_2(P_{t-s}f) + 2b(s) \Gamma_2^Z(P_{t-s}f) \geq
\]

\[
(a' - ad\sigma^2) \Gamma(P_{t-s}f) + \left( b' - \frac{a}{2} \right) \Gamma^Z(P_{t-s}f).
\]

One can easily see that if we choose \( b(s) = e^{\alpha s} \) and \( a(s) = ke^{\alpha s} \) with \( \alpha = d\sigma^2 \) and \( k = 2d\sigma^2 \), then the last expression is 0. Using the existence of the Lyapunov function \( W \) as defined by (6.0.2) and a cutoff argument as in [Bau16, Theorem 7.3], we deduce from a parabolic comparison principle

\[
P_t(\varphi(\cdot, t))(x) \geq \varphi(x, 0).
\]

Observe that
\[ \varphi (x, 0) = a(0) \varphi_1 (x, 0) + b(0) \varphi_2 (x, 0) = 2d\sigma^2 \Gamma (P_t f) (x) + \Gamma^Z (P_t f) (x) , \]

\[ P_t (\varphi (\cdot, t)) (x) = a(t) P_t (\Gamma (f)) (x) + b(t) P_t (\Gamma^Z (f)) (x) = e^{d\sigma^2 t} (2d\sigma^2 P_t (\Gamma (f)) (x) + P_t (\Gamma^Z (f)) (x)) , \]

therefore

\[ 2d\sigma^2 \Gamma (P_t f) (x) + \Gamma^Z (P_t f) (x) \leq e^{d\sigma^2 t} (2d\sigma^2 P_t (\Gamma (f)) (x) + P_t (\Gamma^Z (f)) (x)) . \]

\[ \square \]

**Corollary 6.0.3** (Poincaré type inequality, [BGM18]). For any \( f \in C_0^\infty (\mathbb{H}^d \times \mathbb{R}^{1,d}) \) and \( t \geq 0 \)

\[ P_t (f^2) - (P_t f)^2 \leq \frac{e^{d\sigma^2 t} - 1}{(d\sigma^2)^2} \left( 2d\sigma^2 P_t (\Gamma (f)) + P_t (\Gamma^Z (f)) \right) . \]

**Proof.** Since \( \Gamma^Z (f) := \| \nabla_\xi f \|^2 \geq 0 \) and \( P_t (f^2) - (P_t f)^2 = 2 \int_0^t P_s (\Gamma (P_{t-s} f)) ds \), then for \( \sigma > 0 \),

\[ \int_0^t P_s (2d\sigma^2 \Gamma (P_{t-s} f) + \Gamma^Z (P_{t-s} f)) ds \]

\[ \geq \int_0^t P_s (2d\sigma^2 \Gamma (P_{t-s} f)) ds = d\sigma^2 (P_t (f^2) - (P_t f)^2) . \]
By Theorem 6.0.2 we have that

\[
\int_0^t P_s \left( 2d\sigma^2 \Gamma (P_{t-s}d) + \Gamma^Z (P_{t-s}f) \right) ds \\
\leq \int_0^t e^{d\sigma^2(t-s)} P_s \left( 2d\sigma^2 P_{t-s} (\Gamma (f)) + P_{t-s} (\Gamma^Z (f)) \right) ds \\
= \left( 2d\sigma^2 P_t (\Gamma (f)) + P_t (\Gamma^Z (f)) \right) \int_0^t e^{d\sigma^2(t-s)} ds \\
= \frac{e^{d\sigma^2 t} - 1}{d\sigma^2} \left( 2d\sigma^2 P_t (\Gamma (f)) + P_t (\Gamma^Z (f)) \right).
\]

This implies

\[
P_t (f^2) - (P_t f)^2 \leq \frac{e^{d\sigma^2 t} - 1}{(d\sigma^2)^2} \left( 2d\sigma^2 P_t (\Gamma (f)) + P_t (\Gamma^Z (f)) \right).
\]

The next corollary gives us an equivalent estimate to the one in Theorem 6.0.2. The estimate (6.0.3) will be similar to the one we will obtain in Theorem 7.0.8 in a more general setting.

**Corollary 6.0.4** ([BGM18]). For any \( f \in C^\infty_0 (\mathbb{H}^d \times \mathbb{R}^{1,d}) \), the gradient estimate

\[
2d\sigma^2 \Gamma (P_t f) + \Gamma^Z (P_t f) \leq e^{d\sigma^2 t} \left( 2d\sigma^2 P_t (\Gamma (f)) + P_t (\Gamma^Z (f)) \right),
\]

is equivalent to

\[
\Gamma (P_t f) \leq e^{d\sigma^2 t} P_t (\Gamma (f)) + \frac{e^{d\sigma^2 t} - 1}{2d\sigma^2} P_t (\Gamma^Z (f)). \tag{6.0.3}
\]
Moreover, one has
\[
\Gamma^Z (P_t f) \leq P_t \left( \Gamma^Z (f) \right).
\]

**Proof.** Recall that
\[
P_t (\Gamma (f)) - \Gamma (P_t f) = 2 \int_0^t P_s (\Gamma (P_{t-s} f)) ds.
\]

Using the curvature dimension inequality \( \Gamma^Z (f) \geq -2d \sigma^2 \Gamma (f) \) we have
\[
\int_0^t P_s \left( 2d \sigma^2 \Gamma (P_{t-s} f) + \Gamma^Z (P_{t-s} f) \right) ds
\]
\[
\geq \int_0^t P_s \left( 2d \sigma^2 \Gamma (P_{t-s} f) - 2d \sigma^2 \Gamma (P_{t-s} f) - 4 \Gamma (P_{t-s} f) \right) ds
\]
\[
= -2 \left( P_t (\Gamma (f)) - (\Gamma (P_t f)) \right).
\]

On the other hand we have
\[
\int_0^t P_s \left( 2d \sigma^2 \Gamma (P_{t-s} f) + \Gamma^Z (P_{t-s} f) \right) ds
\]
\[
\leq \int_0^t e^{d \sigma^2(t-s)} P_s \left( 2d \sigma^2 P_{t-s} (\Gamma (f)) + P_{t-s} (\Gamma^Z (f)) \right) ds
\]
\[
= \left( 2d \sigma^2 P_t (\Gamma (f)) + P_t (\Gamma^Z (f)) \right) \int_0^t e^{d \sigma^2(t-s)} ds
\]
\[
= \frac{e^{d \sigma^2 t} - 1}{d \sigma^2} \left( 2d \sigma^2 P_t (\Gamma (f)) + P_t (\Gamma^Z (f)) \right).
\]

Putting these together we have
\[
\Gamma (P_t f) - P_t (\Gamma (f)) \leq \frac{e^{d \sigma^2 t} - 1}{2d \sigma^2} \left( 2d \sigma^2 P_t (\Gamma (f)) + P_t (\Gamma^Z (f)) \right).
\]
A rearranging of this inequality gives us

\[ \Gamma(P_t f) \leq e^{d\sigma^2 t} P_t \left( \Gamma(f) \right) + \frac{e^{d\sigma^2 t} - 1}{2d\sigma^2} P_t \left( \Gamma^Z (f) \right) . \]

Conversely, assume \( \Gamma(P_t f) \leq e^{d\sigma^2 t} P_t \left( \Gamma(f) \right) + \frac{e^{d\sigma^2 t} - 1}{2d\sigma^2} P_t \left( \Gamma^Z (f) \right) \) then

\[
\begin{align*}
2d\sigma^2 \Gamma(P_t f) + \Gamma^Z (P_t f) \\
\leq 2d\sigma^2 \left( e^{d\sigma^2 t} P_t \left( \Gamma(f) \right) + \frac{e^{d\sigma^2 t} - 1}{2d\sigma^2} P_t \left( \Gamma^Z (f) \right) \right) + \Gamma^Z (P_t f) \\
= e^{d\sigma^2 t} \left( 2d\sigma^2 P_t \left( \Gamma(f) \right) + P_t \left( \Gamma^Z (f) \right) \right) + \Gamma^Z (P_t f) - P_t \left( \Gamma^Z (f) \right) \\
\leq e^{d\sigma^2 t} \left( 2d\sigma^2 P_t \left( \Gamma(f) \right) + P_t \left( \Gamma^Z (f) \right) \right) + 0.
\end{align*}
\]

The last inequality is due to \( \Gamma^Z (P_t f) \leq P_t \left( \Gamma^Z (f) \right) \). To see this, consider the functional \( \phi(s) = P_s \left( \Gamma^Z (P_{t-s} f) \right) \) for \( 0 \leq s \leq t \). A calculation shows that

\[ \Phi'(s) = 2P_s \left( \Gamma^Z \left( P_{t-s} f \right) \right) \geq 0, \]

which shows \( \phi(s) \) is increasing, so that \( 0 \leq \phi(t) - \phi(0) = P_t \left( \Gamma^Z (f) \right) - \Gamma^Z (P_t f) \).
Chapter 7

Heat semigroup functional inequalities for a general Kolmogorov diffusion

We now study the diffusions of the type $X_t = (X_t, \int_0^t \sigma(X_s)ds)$ for $\sigma : \mathbb{R}^k \to \mathbb{R}^k$ where $X_t$ is a Markov process on $\mathbb{R}^k$. We will show that a generalized curvature dimension condition for the generator of $X_t$ is satisfied as in Theorem 6.0.1. In section 7.0.1 we prove gradient bounds for a Kolmogorov type diffusions on $\mathbb{R}^k \times \mathbb{R}^k$ using a $\Gamma$-calculus approach. In section 7.0.2 we show that the results in section 7.0.1 are applicable to a large class of diffusions. In section 7.0.3 we prove gradient bounds when $X_t$ is assumed to live on a Riemannian manifold using coupling techniques. In section 7.0.4 we generalize the results in section 7.0.3 to iterated Kolmogorov diffusions. Finally in section 7.0.5 we prove gradient bounds when $X_t$ is assumed to live in the Heisenberg group.
7.0.1 Γ-calculus

We now study the diffusion \( X_t = (X_t, \int_0^t \sigma(X_s) \, ds) \) where \( X_t \) is a Markov process in \( \mathbb{R}^k \) whose generator is given by

\[
L = \sum_{i=1}^k V_i^2 + V_0,
\]

where the \( V_i \) for \( i = 0, \ldots, k \) are smooth vector fields. Here we assume that \( L \) is elliptic and that \( \sigma : \mathbb{R}^k \to \mathbb{R}^k \) is a \( C^1 \) map such that

\[
C_\sigma := \left( \sum_{i,j=1}^d (V_i \sigma_j)^2 \right)^{\frac{1}{2}} < \infty.
\] (7.0.1)

We consider functions on \( \mathbb{R}^k \times \mathbb{R}^k \) with \( f(p, \xi), p, \xi \in \mathbb{R}^k \). By Proposition B.0.1 the generator for \( X_t \) is given by

\[
\mathcal{L} = L + \sum_{i=1}^k \sigma_i(p) \frac{\partial}{\partial \xi_i}.
\]

We first prove a generalized curvature-dimension inequality for \( \mathcal{L} \) given some assumptions on \( L \). Let \( \Gamma(f) \) be the carré du champ operator for \( \mathcal{L} \), while \( \Gamma^L(f) \) will be associated with \( L \). Let \( \Gamma_2(f) \) and \( \Gamma^2_2(f) \) be the corresponding iterated carré du champ operators.

We define a symmetric, first-order differential bilinear form \( \Gamma^Z : C^\infty(\mathbb{R}^k \times \mathbb{R}^k) \times C^\infty(\mathbb{R}^k \times \mathbb{R}^k) \to \mathbb{R} \) by

\[
\Gamma^Z(f) = \|\nabla_\xi f\|^2,
\]

for any \( f \in C^\infty(\mathbb{R}^k \times \mathbb{R}^k) \).
A simple calculation of the carré du champ of $L$ and $L$ shows that

$$
\Gamma(f) := \frac{1}{2} (Lf^2 - 2fLf) = \sum_{j=1}^{k} (V_j f)^2,
$$

$$
\Gamma^L(f) := \frac{1}{2} (L f^2 - 2fLf) = \sum_{j=1}^{k} (V_j f)^2.
$$

In the next lemma we compute the iterated carré du champ

$$
\Gamma^2(f) := \frac{1}{2} (L \Gamma(f) - 2\Gamma(f,Lf)) ,
$$

and

$$
\Gamma^Z(f) := \frac{1}{2} (L \Gamma^Z(f) - 2\Gamma^Z(f,Lf)).
$$

**Lemma 7.0.1.** If $f \in C^\infty (\mathbb{R}^k \times \mathbb{R}^k)$ then

$$
\Gamma_2(f) = \Gamma^2(f) - \sum_{i=1}^{k} \sum_{j=1}^{k} (V_i f) V_i (\sigma_j) \frac{\partial f}{\partial \xi_j},
$$

and

$$
\Gamma^Z_2(f) = \sum_{i,j=1}^{k} \left( V_i \frac{\partial f}{\partial \xi_j} \right)^2.
$$

**Proof.** Take

$$
L = \sum_{i=1}^{k} V_i^2 + V_0 + \sum_{i=1}^{N} \sigma_i(p) \frac{\partial}{\partial \xi_i}.
$$

First it is not too hard to see that $\Gamma(f) = \sum_j (V_j f)^2$. Then

$$
L \Gamma = \sum_{i=1}^{k} V_i^2 \Gamma + V_0 \Gamma + \sum_{i=1}^{k} \sigma_i(p) \frac{\partial \Gamma}{\partial \xi_i}
$$

$$
= I + II;
$$
where $I = \sum_{i=1}^{k} V_i^2 \Gamma$. Then

$$I = \sum_{i=1}^{k} V_i V_i \left( \sum_{j=1}^{k} (V_j f)^2 \right)$$

$$= \sum_{i=1}^{k} V_i \left( \sum_{j=1}^{k} 2 (V_j f) (V_ij f) \right)$$

$$= 2 \sum_{i=1}^{k} \left[ \sum_{j=1}^{k} (V_ij f)^2 + \sum_{j=1}^{k} (V_j f) (V_ij f) \right]$$

and

$$II = \sum_{i=1}^{k} \sigma_i(p) \frac{\partial}{\partial \xi_i} \left( \sum_{j=1}^{k} (V_j f)^2 \right) + V_0 \left( \sum_{j=1}^{k} (V_j f)^2 \right)$$

$$= \sum_{i=1}^{k} \sigma_i(p) \left( \sum_{j=1}^{k} 2 (V_j f) \left( \frac{\partial}{\partial \xi_i} V_j f \right) \right) + \sum_{j=1}^{k} 2 (V_j f) (V_0 V_j f)$$

Let

$$\Gamma(f, Lf) = \sum_{i=1}^{k} (V_i f) (V_i Lf) = III.$$  

Then

$$III = \sum_{i=1}^{k} V_i f \left( V_i \left( \sum_{j=1}^{k} V_j^2 f + V_0 f + \sum_{j} \sigma_j(p) \frac{\partial f}{\partial \xi_j} \right) \right)$$

$$= \sum_{i} (V_i f) \left( \sum_{j=1}^{k} V_{ijj} f + V_i V_0 f + \sum_{j=1}^{k} V_i \left( \sigma_j(p) \frac{\partial f}{\partial \xi_j} + \sum_{j=1}^{k} \sigma_j(p) V_i \frac{\partial f}{\partial \xi_j} \right) \right)$$
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Combining everything we have

\[ \Gamma_2(f) = \frac{1}{2} I + \frac{1}{2} II - III \]

\[ \Gamma_2(f) = \sum_i \sum_j (V_{ij} f)^2 + \sum_i \sum_j (V_j f) (V_{ijj} f) \]

\[ + \sum_i \sum_j \sigma_i(p) (V_j f) \left( \frac{\partial}{\partial \xi_i} V_j f \right) + \sum_j (V_j f) (V_0 V_j f) \]

\[ - \sum_i \sum_j (V_i f) (V_{ijj} f) - \sum_i (V_i f) (V_i V_0 f) \]

\[ - \sum_i \sum_j (V_i f) (V_i f) (V_j f) - \sum_i \sum_j (V_i f) \sigma_j(p) \frac{\partial f}{\partial \xi_j} \]

\[ = \sum_i \sum_j (V_{ij} f)^2 + \sum_i \sum_j (V_i f) (V_{jji} f - V_{ijj} f) \]

\[ + \sum_i (V_i f) (V_0 V_i f - V_i V_0 f) - \sum_i \sum_j (V_i f) V_i (\sigma_j(p)) \frac{\partial f}{\partial \xi_j} \]

Hence

\[ \Gamma_2(f) = \Gamma_2^L(f) - \sum_{i,j=1}^{k} (V_i f) (V_j f) (\sigma_j(p)) \frac{\partial f}{\partial \xi_j}. \]

A similar computation will arrive at

\[ \Gamma_2^Z(f) = \sum_{i,j=1}^{k} \left( V_i \frac{\partial f}{\partial \xi_j} \right)^2 \]

\[ \square \]

**Theorem 7.0.2** (Curvature-dimension inequality, [BGM18]). If the operator \( L \) satisfies

\[ \Gamma_2^L(f) \geq \rho \Gamma^L(f), \]
then the operator $\mathcal{L}$ satisfies the following generalized curvature-dimension inequality for any $f \in C^\infty(\mathbb{R}^k \times \mathbb{R}^k)$,

$$\Gamma_2(f) \geq \left( \rho - \frac{C_\sigma}{2} \right) \Gamma(f) - \frac{C_\sigma}{2} \Gamma^Z(f),$$

$$\Gamma_2^Z(f) \geq 0.$$

**Proof.** Recall that by Lemma 7.0.1 we have

$$\Gamma_2(f) = \Gamma_2^L(f) - \sum_{i=1}^k \sum_{j=1}^k (V_i f) (V_i \sigma_j) \frac{\partial f}{\partial \xi_j}.$$

By the assumption on $\Gamma_2^L(f)$ we have

$$\Gamma_2(f) \geq \rho \Gamma(f) - \sum_{i=1}^k \sum_{j=1}^k (V_i f) (V_i \sigma_j) \frac{\partial f}{\partial \xi_j}.$$

Using the Cauchy-Schwarz inequality, the bound on $\sigma$ and the elementary estimate $ab \leq \frac{a^2}{2} + \frac{b^2}{2}$, we see that

$$\sum_{i,j=1}^k (V_i f) (V_i \sigma_j) \frac{\partial f}{\partial \xi_j} \leq \left( \sum_{i,j=1}^k (V_i \sigma_j)^2 \right)^{\frac{1}{2}} \left( \sum_{i,j=1}^k (V_i f)^2 \left( \frac{\partial f}{\partial \xi_j} \right)^2 \right)^{\frac{1}{2}} \leq C_\sigma \left( \Gamma(f) \right)^{\frac{1}{2}} \left( \Gamma^Z(f) \right)^{\frac{1}{2}} \leq \frac{C_\sigma}{2} \left( \Gamma(f) \right) + \frac{C_\sigma}{2} \left( \Gamma^Z(f) \right).$$

Using this inequality with the previous one give us the desired first curvature-dimension inequality. The second inequality follows again follows by Lemma 7.0.1.
\[ \Gamma^Z(f) = \sum_{i,j=1}^{k} \left( V_i \frac{\partial f}{\partial \xi_j} \right)^2 \geq 0, \]

as needed.

In order to prove a gradient bound for the heat semigroup we must make the following assumption on the existence of a Lyapunov function for the operator \( \mathcal{L} \). As in Chapter 6, we say that a smooth function \( W : \mathbb{R}^k \times \mathbb{R}^k \to \mathbb{R} \) is a Lyapunov function on \( \mathbb{R}^k \) for \( \mathcal{L} \) if

\[ \mathcal{L}W \leq CW, \]

for some \( C > 0 \). The existence of a Lyapunov function immediately implies that \( \mathcal{L} \) is the generator of a Markov semigroup \( (P_t)_{t \geq 0} \) that uniquely solves the heat equation in \( L^\infty \).

Throughout this section, we will need the following assumption.

**Assumption 2.** There exists a Lyapunov function \( W : \mathbb{R}^k \times \mathbb{R}^k \to \mathbb{R} \) such that \( W \geq 1, \sqrt{\Gamma(W)} + \sqrt{\Gamma^Z(W)} \leq CW \), for some constant \( C > 0 \) and \( \{W \leq m\} \) is compact for every \( m \). Here \( \Gamma \) is applied to the first coordinate of \( W \) while \( \Gamma^Z \) is applied to the second coordinate.

We are now ready to prove the main result of this section.

**Theorem 7.0.3** (Gradient estimate, [BGM18]). Suppose Assumption 2 holds and let \( P_t \) be the heat semigroup associated to \( \mathcal{L} \). If \( C_\sigma > 2 \rho \) and the operator \( \mathcal{L} \) satisfies

\[ \Gamma^L(f) \geq \rho \Gamma^L(f), \]
then for any \( f \in C_0^\infty (\mathbb{R}^k \times \mathbb{R}^k) \), \( t \geq 0 \) and \( x \in \mathbb{R}^k \times \mathbb{R}^k \)

\[
\Gamma (P_t f)(x) + \frac{C_\sigma}{C_\sigma - 2\rho} \Gamma^Z (P_t f)(x) \\
\leq e^{(C_\sigma - 2\rho)t} \left( P_t \Gamma (f) (x) + \frac{C_\sigma}{C_\sigma - 2\rho} P_t \Gamma^Z (f) (x) \right).
\]

**Proof.** We fix \( t > 0 \) throughout the proof. For \( 0 < s < t \) and \( x = (p, \xi) \in \mathbb{R}^k \times \mathbb{R}^k \) we denote

\[
\varphi_1 (x, s) := \Gamma (P_{t-s} f)(x),
\]

\[
\varphi_2 (x, s) := \Gamma^Z (P_{t-s} f)(x).
\]

Then

\[
\mathcal{L}\varphi_1 + \frac{\partial \varphi_1}{\partial s} = 2 \Gamma_2 (P_{t-s} f),
\]

\[
\mathcal{L}\varphi_2 + \frac{\partial \varphi_2}{\partial s} = 2 \Gamma^Z_2 (P_{t-s} f).
\]

Now we would like to find two non-negative smooth functions \( a(s) \) and \( b(s) \) such that for

\[
\varphi (x, s) := a(s) \varphi_1 (x, s) + b(s) \varphi_2 (x, s),
\]

we have

\[
\mathcal{L}\varphi + \frac{\partial \varphi}{\partial s} \geq 0.
\]
Then by Theorem [7.0.2] we have

\[ L \varphi + \frac{\partial \varphi}{\partial s} = \]

\[ a'(s)\Gamma (P_{t-s}f) + b'(s)\Gamma^{Z} (P_{t-s}f) + 2a(s)\Gamma_{2} (P_{t-s}f) + 2b(s)\Gamma^{Z}_{2} (P_{t-s}f) \]

\[ a'(s)\Gamma (P_{t-s}f) + b'(s)\Gamma^{Z} (P_{t-s}f) + 2a(s)\left( \rho - \frac{C_{\sigma}}{2} \right) \Gamma (P_{t-s}f) - \frac{C_{\sigma}}{2} \Gamma^{Z} (P_{t-s}f) \]

\[ = \left( a'(s) + a(s) \left( 2\rho - C_{\sigma} \right) \right) \Gamma (P_{t-s}f) + \left( b'(s) - a(s)C_{\sigma} \right) \Gamma^{Z} (P_{t-s}f). \]

One can easily see that if

\[ a(s) = e^{(C_{\sigma}-2\rho)s} \quad \text{and} \quad b(s) = \frac{C_{\sigma}}{C_{\sigma}-2\rho} e^{(C_{\sigma}-2\rho)s}, \]

the last expression is 0. Using the existence of the Lyapunov function \( W \) and a cutoff argument as in [Bau16, Theorem 7.3], we deduce from a parabolic comparison principle,

\[ P_{t} (\varphi (\cdot, t)) (x) \geq \varphi (x, 0). \]

Observe that

\[ \varphi (x, 0) = a(0)\varphi_{1} (x, 0) + b(0)\varphi_{2}(x, 0) = \Gamma (P_{t}f) (x) + \frac{C_{\sigma}}{C_{\sigma}-2\rho} \Gamma^{Z} (P_{t}f) (x), \]

while

\[ P_{t} (\varphi (\cdot, t)) (x) = a(t)P_{t} (\Gamma (f)) (x) + b(t)P_{t} (\Gamma^{Z} (f)) (x) \]

\[ = e^{(C_{\sigma}-2\rho)t} \left( P_{t} (\Gamma (f)) (x) + \frac{C_{\sigma}}{C_{\sigma}-2\rho} P_{t} (\Gamma^{Z} (f)) (x) \right). \]
Corollary 7.0.4 (Poincaré type inequality, [BGM18]). If $C_\sigma > 2\rho$ then for any $f \in C_0^\infty(\mathbb{R}^k \times \mathbb{R}^k)$ and $t \geq 0$

$$P_t(f^2) - (P_t f)^2 \leq 2 \frac{e^{(C_\sigma - 2\rho)t} - 1}{C_\sigma - 2\rho} \left( P_t(\Gamma(f)) + \frac{C_\sigma}{C_\sigma - 2\rho} P_t(\Gamma_Z(f)) \right).$$

Proof. Since $\Gamma_Z(f) := \|\nabla_x f\|^2 \geq 0$ and $P_t(f^2) - (P_t f)^2 = 2 \int_0^t P_s(\Gamma(P_{t-s}f)) ds$, then

$$\int_0^t P_s \left( \Gamma(P_{t-s}f) + \frac{C_\sigma}{C_\sigma - 2\rho} \Gamma_Z(P_{t-s}f) \right) ds \geq$$

$$\frac{1}{2} \int_0^t 2P_s(\Gamma(P_{t-s}f)) ds = \frac{1}{2} (P_t(f^2) - (P_t f)^2).$$

By Theorem 7.0.3 we have that

$$\int_0^t P_s \left( \Gamma(P_{t-s}f) + \frac{C_\sigma}{C_\sigma - 2\rho} \Gamma_Z(P_{t-s}f) \right) ds \leq$$

$$\int_0^t e^{-(2\rho + C_\sigma)(t-s)} P_s \left( P_{t-s}(\Gamma(f)) + \frac{C_\sigma}{C_\sigma - 2\rho} P_{t-s}(\Gamma_Z(f)) \right) ds =$$

$$\left( P_t(\Gamma(f)) + \frac{C_\sigma}{C_\sigma - 2\rho} P_t(\Gamma_Z(f)) \right) \int_0^t e^{(C_\sigma - 2\rho)(t-s)} ds =$$

$$\frac{e^{(C_\sigma - 2\rho)t} - 1}{C_\sigma - 2\rho} \left( P_t(\Gamma(f)) + \frac{C_\sigma}{C_\sigma - 2\rho} P_t(\Gamma_Z(f)) \right).$$

So that

$$P_t(f^2) - (P_t f)^2 \leq 2 \frac{e^{(C_\sigma - 2\rho)t} - 1}{C_\sigma - 2\rho} \left( P_t(\Gamma(f)) + \frac{C_\sigma}{C_\sigma - 2\rho} P_t(\Gamma_Z(f)) \right).$$

\[\square\]
7.0.2 Examples

To illustrate the results in Section 7.0.1 we study a large class of examples. Consider a complete Riemannian manifold $(M, g)$ of dimension $d$ which is isometrically embedded in $\mathbb{R}^k$ for some $k$. Let $B_t$ be a Brownian motion on $M$ and consider the process $X_t = \left( B_t, \int_0^t \sigma (B_s) \, ds \right)$ where $\sigma : M \to \mathbb{R}^k$ satisfies (7.0.1) and

$$|\sigma(p) - \sigma(\tilde{p})| \leq C_{\sigma} d_M(p, \tilde{p}),$$

for all $p, \tilde{p} \in M$ where $d_M$ is the intrinsic Riemannian distance on $M$. We can write the generator of $B_t$ as

$$\Delta_p = \sum_{i=1}^k P_i^2,$$

for some vector fields $P_i$ on $\mathbb{R}^k$ (see for instance [Hsu02, p. 77]). The generator of $X_t$ is

$$\mathcal{L} = \Delta_p + \sum_{i=1}^k \sigma_i(p) \frac{\partial}{\partial \xi_i},$$

for functions $f(p, \xi) \in M \times \mathbb{R}^k$ where $p \in M, \xi \in \mathbb{R}^k$.

To apply Theorem 7.0.3 we first need to construct an appropriate Lyapunov function $W$ for the operator $\mathcal{L}$ satisfying Assumption 2. Once we construct $W$, we will spend the rest of the section verifying Assumption 2 for $W$. For this, we assume that the Ricci curvature $\text{Ric} \geq \rho$ for some $\rho \in \mathbb{R}$. Then it is known from the Li-Yau upper and lower bounds in [LY86] that the heat kernel $p(x, y, t)$ of $M$ satisfies the following
Gaussian estimates. Namely, for some $\tau > 0$

$$\frac{c_1}{Vol(B(p_0, \sqrt{\tau}))} \exp \left( - \frac{c_2 d_M(p_0, p_1)^2}{\tau} \right) \leq p(p_0, p_1, \tau) \leq \frac{c_3}{Vol(B(p_0, \sqrt{\tau}))} \exp \left( - \frac{c_4 d_M(p_0, p_1)^2}{\tau} \right),$$

where $d_M$ is the Riemannian distance in $M$ and $p_0, p_1 \in M$. Consider now the smooth Lyapunov function

$$W(p, \xi) := K + \|\xi\|^2 - \ln p(p_0, p, \tau), p \in M, \xi \in \mathbb{R}^k, \quad (7.0.2)$$

where $p_0$ is an arbitrary fixed point in $M$, and $K$ is a constant large enough so that $W \geq 1$.

**Lemma 7.0.5 ([BGM18]).** The function $W$ defined in (7.0.2) is smooth and satisfies the following properties,

$$W \geq 1,$$

$$\|\nabla_\xi W\| + \|\nabla_p W\| \leq CW,$$

$$\mathcal{L}W \leq CW \text{ for some constant } C > 0,$$

$$\{W \leq m\} \text{ is compact for every } m.$$  

Here $\nabla_p$ is the Riemannian gradient on $M$ and $\nabla_\xi$ is the Euclidean gradient on $\mathbb{R}^k$.

**Proof.** From estimates for logarithmic derivatives of the heat kernel in [Ham93, LY86],
one has for some constants $C_1, C_2 > 0$

$$\|\nabla_p \ln p(p_0, p, \tau)\|^2 \leq C_1 + C_2 d_M(p_0, p)^2, \quad (7.0.3)$$

$$\Delta_p (-\ln p(p_0, p, \tau)) \leq C_1 + C_2 d_M(p_0, p)^2. \quad (7.0.4)$$

We can then conclude with the Li-Yau upper and lower Gaussian bounds. To see this note that the Gaussian bounds can be rearranged as

$$d_M(p_0, p)^2 \leq -\frac{\tau c_4}{c_3} \ln \left( \frac{\text{Vol}(B(p_0, \sqrt{\tau}))}{c_3} p(p_0, p, \tau) \right) \leq C (K - \ln (p(p_0, p, \tau))) \quad (7.0.5)$$

for a fixed $\tau \geq 0$ and a constant $C > 0$. Hence, $\|\nabla_t W\| + \|\nabla_p W\| \leq CW$ can be shown using (7.0.3), (7.0.5) and the inequality $(1 + x)^{\frac{1}{2}} \leq 1 + cx$ for $x \geq 0$ and $c \geq \frac{1}{2}$. On the other hand, $\mathcal{L} W \leq CW$ can be shown using (7.0.4), (7.0.5), the Cauchy-Schwarz inequality, and the Lipschitz property of $\sigma$. Finally, the fact that $\{W \leq m\}$ is compact for every $m$ also follows from the Li-Yau upper and lower Gaussian bounds.

Lemma 7.0.5 proves that $W$ defined by (7.0.2) is a Lyapunov function satisfying Assumption 2. As a consequence, Theorem 7.0.3 can be applied to complete Riemannian manifolds with $\text{Ric} \geq \rho$ since the condition $\text{Ric} \geq \rho$ is equivalent to

$$\Gamma^{\Delta}_{\frac{\Delta}{2}}(f) \geq \rho \Gamma(f).$$
7.0.3 Coupling

Let \((M, g)\) be a complete connected \(d\)-dimensional Riemannian manifold. It is not necessarily embedded in \(\mathbb{R}^k\). We consider the process

\[ X_t = \left( B_t, \int_0^t \sigma (B_s) \, ds \right), \quad (7.0.6) \]

where \(B_t\) is Brownian motion on \(M\). We assume the map \(\sigma : M \to \mathbb{R}^k\) is a globally \(C_\sigma\)-Lipschitz map in the sense that

\[ |\sigma (p) - \sigma (\tilde{p})| \leq C_\sigma d_M (p, \tilde{p}), \quad (7.0.7) \]

for all \(p, \tilde{p} \in M\). Here we denote by \(d_M\) the Riemannian distance on \(M\), and by \(d_E\) we denote the Euclidean metric in \(\mathbb{R}^k\).

Let \(P_t\) be the associated heat semigroup. We consider functions on \(M \times \mathbb{R}^k\) with \(f (p, \xi), p \in M, \xi \in \mathbb{R}^k\). Recall that the operators \(\nabla_p\) and \(\Delta_p\) act on the variable \(p\) for \(f (p, \xi)\), where \(\Delta_p\) is the Laplace-Beltrami operator. We use \(\nabla_\xi\) for the usual Euclidean gradient. Given a Riemannian metric \(g\), for all \(p \in M\) and \(v \in T_p M\) we denote \(\|v\| = g_p (v, v)^{\frac{1}{2}}\). Our main result of this section is a bound on \(\|\nabla_p P_t f\|\) for functions \(f \in C^\infty_0 (M \times \mathbb{R}^k)\).

Let us recall the notion of a coupling of diffusions on a manifold \(M\). Suppose \(X_t\) and \(\tilde{X}_t\) are \(M\)-valued diffusions starting at \(x, \tilde{x} \in M\) on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\). Then by a coupling of \(X_t\) and \(\tilde{X}_t\) we call a \(C (\mathbb{R}_+, M \times M)\)-valued random variable \((X_t, \tilde{X}_t)\) on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) such that the marginal processes for \((X_t, \tilde{X}_t)\) have the same laws as \(X_t\) and \(\tilde{X}_t\). Let \(\mathbb{P}^{(x, \tilde{x})}\) be the distribution of \((X_t, \tilde{X}_t)\), so that \(\mathbb{P}^{(x, \tilde{x})} (X_0 = x, \tilde{X}_0 = \tilde{x}) = 1\). We denote by \(\mathbb{E}^{(x, \tilde{x})}\) the expectation.
with respect to the probability measure $\mathbb{P}^{(x,\bar{x})}$.

In \cite{vRS05, Wan97, vR04} it has been shown that if we assume $\text{Ric}(M) \geq K$ for some $K \in \mathbb{R}$, then there exists a Markovian coupling of Brownian motions $(B_t)_{t \geq 0}$ and $(\tilde{B}_t)_{t \geq 0}$ on $M$ starting at $p$ and $\tilde{p}$ such that

$$d_M(B_t, \tilde{B}_t) \leq e^{-Kt/2}d_M(p, \tilde{p}) \quad (7.0.8)$$

for all $t \geq 0$, $\mathbb{P}^{(p,\tilde{p})}$-almost surely. This construction is known as a coupling by parallel transport. This coupling can be constructed using stochastic differential equations as in \cite{Wan97, Cra91}, or by a central limit theorem argument for the geodesic random walks as in \cite{vR04}. It turns out that the existence of the coupling satisfying (7.0.8) is equivalent to

$$\|\nabla P_t f\| \leq e^{-Kt}P_t(\|\nabla f\|), \quad (7.0.9)$$

for all $f \in C^\infty_0(M)$ and all $t > 0$. We also point out that in \cite{PP16}, M. Pascu and I. Popescu constructed explicit Markovian couplings where equality in (7.0.8) is attained for $t \geq 0$ given some extra geometric assumptions.

The coupling by parallel transport that gives (7.0.8) is in the elliptic setting. In this section, we will use the coupling by parallel transport to induce a coupling for (7.0.6) in the hypoelliptic setting. We will then use this coupling to prove gradient bounds for $(P_t)_{t \geq 0}$. Before stating the result on the gradient bound, we have the following proposition.

**Proposition 7.0.6** (\cite{BGM18}). Let $(M, g)$ be a Riemannian manifold. If $f \in C^1(M)$ then

$$\lim_{r \to 0} \sup_{p, \tilde{p} : 0 < d_M(p, \tilde{p}) \leq r} \frac{|f(p) - f(\tilde{p})|}{d_M(p, \tilde{p})} = \|\nabla f(p)\|. \quad (7.0.10)$$
Proof. Let \( p, \tilde{p} \in M \) with \( T = d_M (p, \tilde{p}) \) and consider a unit speed geodesic \( \gamma : [0, T] \to M \) such that \( \gamma (0) = \tilde{p} \) and \( \gamma (T) = p \). Then

\[
|f(p) - f(\tilde{p})| = \left| \int_0^{d(p, \tilde{p})} g(\nabla f(\gamma(s)), \gamma'(s)) \, ds \right|
\leq \int_0^{d(p, \tilde{p})} |g(\nabla f(\gamma(s)), \gamma'(s))| \, ds
\leq \max_{0 \leq s \leq d(p, \tilde{p})} \|\nabla f(\gamma(s))\| \cdot d(p, \tilde{p})
\]

where we used the Cauchy-Schwarz inequality. Since \( p, \tilde{p} \) are arbitrary, dividing out both sides by \( d(p, \tilde{p}) \) we have that

\[
\lim_{r \to 0} \sup_{\tilde{p} : 0 < d_M(p, \tilde{p}) \leq r} \frac{|f(p) - f(\tilde{p})|}{d_M(p, \tilde{p})} \leq \|\nabla f(p)\| .
\]

On the other hand, find a unit speed geodesic \( \gamma : (-\epsilon, \epsilon) \to M \) such that \( \gamma(0) = p \) and \( \gamma'(0) = \nabla f(p)/\|\nabla f(p)\| \). Define \( F(s) = f(\gamma(s)) \). Since \( F'(s) = g(\nabla f(\gamma(s)), \gamma'(s)) \), then

\[
F'(0) = g\left(\nabla f(p), \frac{nabla f(p)}{\|\nabla f(p)\|}\right) = \|\nabla f(p)\|.
\]

Now by the definition of the derivative we have that

\[
\lim_{h \to 0} \frac{F(h) - F(0)}{h} \to \|\nabla f(p)\| ,
\]

which means we have that the left hand side of (7.0.10) must be at least \( \|\nabla f(p)\| \). This proves (7.0.10).
The following lemma gives an estimate for $\left| f(p, \xi) - f(\tilde{p}, \tilde{\xi}) \right|$ on $M \times \mathbb{R}^k$.

**Lemma 7.0.7 ([BGM18])**. Let $(M, g)$ be a complete Riemannian manifold which is assumed to be embedded in $\mathbb{R}^k$. For a function $f(p, \xi)$ we denote by $\nabla_p f$ the Riemannian gradient acting on $p$, and by $\nabla_\xi f$ the Euclidean gradient acting on $\xi$. If $f \in C^2_0(M \times \mathbb{R}^k)$, then there exists a $C_f > 0$ depending on a bound on the Hessian of $f$ such that

$$
\left| f(p, \xi) - f(\tilde{p}, \tilde{\xi}) \right| \leq \left| \nabla_p f \left( \tilde{p}, \tilde{\xi} \right) \right| d_M(p, \tilde{p}) + \left| \nabla_\xi f \left( \tilde{p}, \tilde{\xi} \right) \right| d_E(\xi, \tilde{\xi})
$$

$$
+ C_f \left( d_M(p, \tilde{p}) + d_E(\xi, \tilde{\xi}) \right)^2
$$

for any $(p, \xi), (\tilde{p}, \tilde{\xi}) \in M \times \mathbb{R}^k$.

**Proof.** Let $p, \tilde{p} \in M$ with $T_1 = d_M(p, \tilde{p})$ and consider a unit speed geodesic $\gamma : [0, T_1] \to M$ such that $\gamma(0) = \tilde{p}$ and $\gamma(T_1) = p$. Let $\xi, \tilde{\xi} \in \mathbb{R}^k$ with $T_2 = d_E(\xi, \tilde{\xi})$ and consider $\beta(s) = \frac{s}{d_E(\xi, \tilde{\xi})} (\xi - \tilde{\xi}) + \tilde{\xi}$ on $-\infty \leq s \leq T_2$ such that $\beta(0) = \tilde{\xi}$ and $\beta(T_2) = \xi$. Extend $\gamma$ to $[-\epsilon, T_1]$ for some $\epsilon > 0$ and define $F(t, s) = f(\gamma(t), \beta(s))$. By an estimate on the remainder of Taylor’s approximation there exists a $C_f > 0$ depending only on a bound on the Hessian of $f$ such that

$$
\left| F(t, s) - F(0, 0) \right| \leq \left| F_t(0, 0)t + F_s(0, 0)s \right| + C_f(t + s)^2.
$$
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Now by the chain rule we have

\[ F_t(0,0) = \frac{d}{dt} [f(\gamma(t),\beta(0))]_{t=0} = \langle \nabla_p f (\gamma(0),\beta(0)), \gamma'(0) \rangle \]

\[ \leq \| \nabla_p f (\gamma(0),\beta(0)) \| = \| \nabla_p f (\tilde{\gamma}, \tilde{\xi}) \|. \]

Similarly \( F_s(0,0) = \frac{d}{ds} [f(\gamma(0),\beta(s))]_{s=0} \leq \| \nabla_{\xi} f (\tilde{\gamma}, \tilde{\xi}) \|. \)

Then

\[ \left| f(p,\xi) - f(\tilde{p},\tilde{\xi}) \right| = |F(T_1,T_2) - F(0,0)| \]

\[ \leq \| \nabla_p f (\tilde{p},\tilde{\xi}) \| T_1 + \| \nabla_{\xi} f (\tilde{p},\tilde{\xi}) \| T_2 + C_f (T_1 + T_2)^2, \]

as needed.

We are now ready to state and prove the main theorem of this section. We start by considering the coupling of Brownian motions \( (B_t, \tilde{B}_t) \) starting at \((p,\tilde{p})\) by parallel transport satisfying (7.0.8), as introduced in \[vRS05,vR04\]. This coupling induces a coupling \( P(x,\tilde{x}) \) on \((M \times \mathbb{R}^d) \times (M \times \mathbb{R}^d)\) for two Kolmogorov type diffusions

\[ X_t = \left( B_t, \xi + \int_0^t \sigma(B_s) \, ds \right) \quad \text{and} \quad \tilde{X}_t = \left( \tilde{B}_t, \xi + \int_0^t \sigma(\tilde{B}_s) \, ds \right), \]

started at \( x = (p,\xi) \) and \( \tilde{x} = (\tilde{p},\xi) \) respectively.

**Theorem 7.0.8** (Bakry-Émery type estimate, \[BGM18\]). Let \( M \) be a complete connected Riemannian manifold such that \( \text{Ric} (M) \geq K \) for some \( K \in \mathbb{R} \). Let \( \sigma \) be a \( C_\sigma \)-Lipschitz map as in (7.0.7) and \( f \in C^2 (M \times \mathbb{R}^k) \) with a bounded Hessian. Then for every \( q \geq 1 \) and \( t \geq 0 \),

\[ \| \nabla_{p} P_t f \|^q \leq P_t ((K_1(t) \| \nabla_p f \| + K_2(t) \| \nabla_{\xi} f \|)^q), \]
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where

\[ K_1(t) = e^{-\frac{Kt}{2}} \text{ and } K_2(t) = \begin{cases} C_\sigma t & K = 0 \\ C_\sigma \frac{1-e^{-Kt/2}}{K/2} & K \neq 0. \end{cases} \]

**Proof.** As before let \( d_M \) be the Riemannian distance on \( M \), and let \( d_E \) be the Euclidean distance on \( \mathbb{R}^k \). Take \( x = (p, \xi) \in M \times \mathbb{R}^k \) and \( \tilde{x} = (\tilde{p}, \xi) \in M \times \mathbb{R}^k \). If \( K \neq 0 \), we consider the coupling by parallel transport of Brownian motions \( (B_t, \tilde{B}_t) \) starting at \((p, \tilde{p})\). This coupling gives us that

\[ d_M (B_t, \tilde{B}_t) \leq e^{-\frac{Kt}{2}} d_M (p, \tilde{p}), \quad (7.0.11) \]

for all \( t \geq 0 \). Denote \( Y_t = \xi + \int_0^t \sigma(B_s) ds \) and \( \tilde{Y}_t = \xi + \int_0^t \sigma(\tilde{B}_s) ds \). If \( K \neq 0 \) then

\[
\begin{align*}
& d_E \left( Y_t, \tilde{Y}_t \right) \leq \int_0^t \left| \sigma(B_s) - \sigma(\tilde{B}_s) \right| ds \\
& \leq C_\sigma \int_0^t d_M (B_s, \tilde{B}_s) ds \\
& \leq C_\sigma d_M (p, \tilde{p}) \int_0^t e^{-\frac{Ks}{2}} ds = C_\sigma \left( \frac{1 - e^{-Kt/2}}{K/2} \right) d_M (p, \tilde{p}), \quad (7.0.12)
\end{align*}
\]

where we used \(7.0.7\) and \(7.0.8\). If \( K = 0 \), we consider the same coupling for the Brownian motions \( (B_t, \tilde{B}_t) \) starting at \((p, \tilde{p})\) so that

\[ d_M (B_t, \tilde{B}_t) \leq d_M (p, \tilde{p}), \quad (7.0.13) \]

for all \( t \geq 0 \). A similar computation as in \(7.0.12\) gets us the estimate

\[ d_E \left( Y_t, \tilde{Y}_t \right) \leq C_\sigma td_M (p, \tilde{p}), \quad (7.0.14) \]
from [7.0.13]. Combining (7.0.11) and (7.0.13) we get

\[ d_M \left( B_t, \tilde{B}_t \right) \leq K_1(t) d_M (p, \tilde{p}) , \quad (7.0.15) \]

while combining (7.0.12) and (7.0.14) we have

\[ d_E \left( Y_t, \tilde{Y}_t \right) \leq K_2(t) d_M (p, \tilde{p}) , \quad (7.0.16) \]

for all \( t \geq 0 \), where all of these inequalities hold \( \mathbb{P}^{(x, \tilde{x})} \)-almost surely. By Lemma 7.0.7 there exists a \( C_f \geq 1 \) depending on a bound on the Hessian of \( f \in C^2_0 (M \times \mathbb{R}^k) \) such that

\[
\left| f(B_t, Y_t) - f (\tilde{B}_t, \tilde{Y}_t) \right| \leq \left\| \nabla_p f (\tilde{B}_t, \tilde{Y}_t) \right\| d_M (B_t, \tilde{B}_t) + \left\| \nabla_\xi f (\tilde{B}_t, \tilde{Y}_t) \right\| d_E (Y_t, \tilde{Y}_t) \]

\[ + C_f \left( d_M (B_t, \tilde{B}_t) + d_E (Y_t, \tilde{Y}_t) \right)^2, \quad (7.0.17) \]

for all \( t \geq 0 \), \( \mathbb{P}^{(x, \tilde{x})} \)-almost surely.

Using inequalities (7.0.15), (7.0.16) and (7.0.17), we have that for \( f \in C^2_0 (M \times \mathbb{R}^k) \)

\[
| P_t f (p, \xi) - P_t f (\tilde{p}, \xi) | = \left| \mathbb{E}^{(x, \tilde{x})} \left[ f (B_t, Y_t) - f (\tilde{B}_t, \tilde{Y}_t) \right] \right| \\
\leq \mathbb{E}^{(x, \tilde{x})} \left[ \left\| \nabla_p f \left( \tilde{B}_t, \tilde{Y}_t \right) \right\| d_M \left( B_t, \tilde{B}_t \right) + \left\| \nabla_\xi f \left( \tilde{B}_t, \tilde{Y}_t \right) \right\| d_E \left( Y_t, \tilde{Y}_t \right) \right] \\
+ C_f \mathbb{E}^{(x, \tilde{x})} \left[ d_M \left( B_t, \tilde{B}_t \right) + d_E \left( Y_t, \tilde{Y}_t \right) \right]^2 \\
\leq \mathbb{E}^{(x, \tilde{x})} \left[ K_1(t) \left\| \nabla_p f \left( \tilde{B}_t, \tilde{Y}_t \right) \right\| + K_2(t) \left\| \nabla_\xi f \left( \tilde{B}_t, \tilde{Y}_t \right) \right\| \right] d_M (p, \tilde{p}) \\
+ C_f (K_1(t) + K_2(t))^2 d_M (p, \tilde{p})^2. 
\]
Using Jensen’s inequality for $q \geq 1$ we have

\[
|P_t f(p, \xi) - P_t f(\bar{p}, \xi)| \\
\leq \left( \mathbb{E}^{(\bar{x}, \bar{\xi})} \left[ \left( K_1(t) \left\| \nabla_p f \left( \bar{B}_t, \bar{Y}_t \right) \right\| + K_2(t) \left\| \nabla_\xi f \left( \bar{B}_t, \bar{Y}_t \right) \right\|^q \right] \right)^{\frac{1}{q}} d_M(p, \bar{p}) \\
+ C_f (K_1(t) + K_2(t))^2 d_M(p, \bar{p})^2.
\]

Dividing the last inequality out by $d_M(p, \bar{p})$ we have that

\[
\frac{|P_t f(p, \xi) - P_t f(\bar{p}, \xi)|}{d_M(p, \bar{p})} \leq [P_t \left( (K_1(t) \left\| \nabla_p f \right\| + K_2(t) \left\| \nabla_\xi f \right\|)^q \right)(\bar{p}, \xi)]^{\frac{1}{q}} \\
+ C_f (K_1(t) + K_2(t))^2 d_M(p, \bar{p}).
\]

Since

\[
\lim_{r \to 0} \sup_{\bar{p} : 0 < d_M(p, \bar{p}) \leq r} \frac{|P_t f(p, \xi) - P_t f(\bar{p}, \xi)|}{d_M(p, \bar{p})} = \left\| \nabla_p P_t f(p, \xi) \right\|
\]

by Proposition 7.0.6 we have the desired result. \(\square\)

**Remark 7.0.9** ([BGM18]). The constants obtained in Theorem 7.0.8 using the coupling technique are sharper than the constants in Theorem 7.0.3 using $\Gamma$-calculus. The trade off here being that the $\Gamma$-calculus approach allows for the result to be proven for a wider class of Kolmogorov type diffusions.

**Remark 7.0.10** ([BGM18]). We note that when applying the triangle inequality to the right hand sides of the inequalities in Propositions 5.1.5, 5.1.10 we recover Theorem 7.0.8 when the manifold is $M = \mathbb{R}^d$. Here we have $k = d$, $\sigma(x) = x$ and $C_\sigma = 1$.

**Example 7.0.1** (Velocity spherical Brownian motion, [BGM18]). The velocity spherical Brownian is a diffusion process which takes values in $T^1 M$, the unit tangent
bundle of a Riemannian manifold of finite volume. The generator is of the form

\[ L = \frac{\sigma^2}{2} \Delta_v + \kappa \xi. \]

It was introduced in [ABT15] and further studied in [BT18]. When \( M = \mathbb{R}^{d+1} \) and \( \sigma = \kappa = 1 \) the diffusion is of the form \( X_t = (B_t, \int_0^t B_s \, ds) \) where \( B_t \) is a Brownian motion on the \( d \)-dimensional sphere \( S^d \). Here we take \( S^d \) to have the usual embedding in \( \mathbb{R}^{d+1} \), that is, \( S^d = \{ x \in \mathbb{R}^{d+1} \mid |x| = 1 \} \). Let \( d_{S^d} \) be the spherical distance and \( d_E(x, y) = |x - y| \) is the Euclidean distance in \( \mathbb{R}^{d+1} \). The explicit spherical distance is given by

\[ d_{S^d}(x, y) = \cos^{-1}(x \cdot y), \]

for \( x, y \in S^d \), where the standard Euclidean inner product is used. It is easy to see that

\[ d_E(x, y) \leq d_{S^d}(x, y), \quad (7.0.18) \]

for all \( x, y \in S^d \) since the Riemannian structure of \( S^d \) is induced by the Euclidean structure of the ambient space \( \mathbb{R}^{d+1} \). Inequality (7.0.18) shows that \( \sigma : S^d \to \mathbb{R}^{d+1} \) is a \( C_\sigma = 1 \)-Lipschitz map. Thus we can apply Theorem 7.0.8 to the manifold \( M = S^d \), since \( \text{Ric} = (d - 1)g \) where \( g \) is the Riemannian metric.

**Example 7.0.2.** Suppose \( k = 1 \). Fix a \( p_0 \in M \). We consider the map \( \sigma : M \to \mathbb{R} \) defined by

\[ \sigma(p) = d_M(p, p_0). \]

Note that this map satisfies

\[ |\sigma(p) - \sigma(\tilde{p})| \leq d_M(p, \tilde{p}), \]
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for all \( p, \tilde{p} \in M \). Thus we can always apply Theorem 7.0.8 to the process

\[
X_t = \left( B_t, \int_0^t d_M(B_s, p_0) \, ds \right),
\]

where \( B_t \) is Brownian motion on \( M \).

### 7.0.4 Iterated Kolmogorov diffusions

Our technique can also be applied in studying iterated Kolmogorov diffusions similar to those studied by Banerjee and Kendall in [BK16]. An iterated Kolmogorov diffusion is of the form

\[
X_t = (B_t, I_1(t), \ldots, I_n(t))
\]

where

\[
I_0(t) = \sigma(B_t),
\]

\[
I_r(t) = \int_0^t I_{r-1}(s) \, ds, \quad \text{for } r = 1, \ldots, n,
\]

where \( B_t \) is a Brownian motion on a manifold \( M \) and \( \sigma : M \to \mathbb{R}^k \) is \( C_\sigma \)-Lipschitz.

Let \( P_t \) be the heat semigroup corresponding to the diffusion

\[
X_t = (B_t, I_1(t), \ldots, I_n(t)).
\]

Using an argument similar to the proof of Theorem 7.0.8, we get the following result.

**Theorem 7.0.11** ([BGM18]). Let \( M \) be a complete connected Riemannian manifold such that \( \text{Ric}(M) \succeq K \) for some \( K \in \mathbb{R} \). When \( K = 0 \) and \( f \in C_0^\infty(M \times \mathbb{R}^k \times \cdots \times \mathbb{R}^k) \) with \( f(p, \xi_1, \ldots, \xi_n), p \in M, \xi_1, \ldots, \xi_n \in \mathbb{R}^k \) we have the following gradient bound for
the iterated Kolmogorov diffusion semigroup $P_t$,
\[
\|\nabla_p P_t f\|^q \leq P_t \left( \left( \|\nabla_p f\| + C_\sigma t \|\nabla_{\xi_1} f\| + \cdots + C_\sigma \frac{t^n}{n!} \|\nabla_{\xi_n} f\| \right)^q \right),
\]
for $q \geq 1$. When $K \neq 0$, we have
\[
\|\nabla_p P_t f\|^q \leq P_t \left( \left( \|\nabla_p f\| + K_1(t) \|\nabla_{\xi_1} f\| + \cdots + K_n(t) \|\nabla_{\xi_n} f\| \right)^q \right),
\]
for $q \geq 1$, where
\[
K_1(t) = C_\sigma \frac{1 - e^{-K^2t/2}}{K^2/2},
\]
\[
K_r(t) = \int_0^t K_{r-1}(s) ds, \quad \text{for } r = 2, \ldots, n.
\]

### 7.0.5 Heisenberg group

The Heisenberg group is the simplest nontrivial example of a sub-Riemannian manifold. The 3-dimensional Heisenberg group is $\mathbb{G} = \mathbb{R}^3$ with the group law defined by
\[
(x_1, y_1, z_1) \star (x_2, y_2, z_2) := \left( x_1 + x_2, y_1 + y_2, z_1 + z_2 + \frac{1}{2} (x_1 y_2 - x_2 y_1) \right).
\]
The identity element is \( e = (0, 0, 0) \) with the inverse given by \((x, y, z)^{-1} = (-x, -y, -z)\).

We define the following left-invariant vector fields by

\[
\mathcal{X} := \partial_x - \frac{y}{2} \partial_z, \\
\mathcal{Y} := \partial_y - \frac{x}{2} \partial_z, \\
\mathcal{Z} := \partial_z.
\]

The horizontal distribution is defined by \( \mathcal{H} = \text{span} \{ \mathcal{X}, \mathcal{Y} \} \), fiberwise. Vectors in \( \mathcal{H} \) are said to be horizontal. We endow \( \mathbb{G} \) with the sub-Riemannian metric \( g(\cdot, \cdot) \) so that \( \{ \mathcal{X}, \mathcal{Y} \} \) forms an orthogonal frame for the horizontal distribution \( \mathcal{H} \). With this metric we can define norms on vectors by \( \| v \| = (g_p(v, v))^{\frac{1}{2}} \) for \( v \in \mathcal{H}_p, p \in \mathbb{G} \). The Lebesgue measure on \( \mathbb{R}^3 \) is a Haar measure on the Heisenberg group. The distance associated to \( \mathcal{H} \) is the Carnot-Carathéodory distance \( d_{CC} \). The horizontal gradient \( \nabla_{\mathcal{H}} \) is a horizontal vector field such that for any smooth \( f : \mathbb{G} \to \mathbb{R} \) we have that for all \( X \in \mathcal{H} \)

\[
g(\nabla_{\mathcal{H}} f, X) = X(f).
\]

The operator

\[
\Delta_{\mathcal{H}} = \frac{1}{2} (\mathcal{X}^2 + \mathcal{Y}^2)
\]

is a natural sub-Laplacian for the Heisenberg as pointed out in [GL16, Example 6.1]. Brownian motion on the Heisenberg group is defined to be the diffusion process \( \{B_t^p\}_{t \geq 0} \) starting at \( p = (x, y, z) \in \mathbb{R}^3 \) whose infinitesimal generator is \( \Delta_{\mathcal{H}} \). Explicitly the process is given by

\[
B_t^p = \left( B_1(t), B_2(t), z + \int_0^t B_1(s) dB_2(s) - \int_0^t B_2(s) dB_1(s) \right),
\]
where \((B_1, B_2)\) is a Brownian motion starting at \((x, y)\).

Gradient bounds of Bakry-Émery type were studied for the Heisenberg group in [BBBC08, Li06, DM05, Eld10]. In particular, the \(L^1\)-gradient bounds for the heat semigroup have been proven in [BBBC08] and [Li06]. As pointed out in [Kuw10], Kuwada’s duality between \(L^1\)-gradient bounds and \(L^\infty\)-Wasserstein control shows that for each \(t > 0\), and \(p, \tilde{p} \in \mathbb{G}\), there exists a coupling \((B_p^t, \tilde{B}_{\tilde{p}}^t)\) of Brownian motions on the Heisenberg group such that

\[
d_{CC}(B_p^t, \tilde{B}_{\tilde{p}}^t) \leq K d_{CC}(p, \tilde{p}),
\]

(7.0.19)

almost surely for some constant \(K \geq 1\) that does not depend on \(p, \tilde{p}, t\). We remark that in [BJ18], the authors show that any coupling that satisfy (7.0.19) on \(\mathbb{G}\) must be non-Markovian. This further highlights the need for more non-Markovian coupling techniques as in [BK16, BGM16].

Consider the Kolmogorov diffusion \(X_t = \left( B_p^t, \xi + \int_0^t \sigma(B_s^p)ds \right) \) on \(\mathbb{G} \times \mathbb{R}^3\), where \(\sigma : \mathbb{G} \rightarrow \mathbb{R}^3\) satisfies 7.0.7 and let \(P_t\) be the heat semigroup associated with \(X_t\). Using a similar argument as in Proposition 7.0.7 with the sub-Riemannian metric \(g\) and the horizontal gradient \(\nabla_H\), we can get an estimate

\[
|f(p, \xi) - f(\tilde{p}, \xi)| \leq \|\nabla_H f(\tilde{p}, \xi)\| d_{CC}(p, \tilde{p}) + \|\nabla_\xi f(\tilde{p}, \xi)\| d_E(\xi, \tilde{\xi})
\]

\[
+ C_f \left( d_{CC}(p, \tilde{p}) + d_E(\xi, \tilde{\xi}) \right)^2,
\]

(7.0.20)

for functions \(f \in C^\infty_0(\mathbb{G} \times \mathbb{R}^3)\), where \(C_f \geq 0\). The argument in Theorem 7.0.8 can be used to prove gradient bounds for \(P_t\) when \(B_p^t\) is a Brownian motion on a sub-Riemannian manifold once we have a synchronous coupling and an estimate similar
to (7.0.20). Thus using (7.0.19) and (7.0.20) for the Heisenberg group we obtain the following result.

**Theorem 7.0.12** (BGM18). For all \( q \geq 1 \) and \( f \in C^\infty_0 (G \times \mathbb{R}^3) \),

\[
\|\nabla_H P_t f\|_q \leq K^q P_t \left( (\|\nabla_H f\| + C_{\sigma} t \|\nabla_\xi f\|)^q \right). \tag{7.0.21}
\]

The best constant \( K \) in (7.0.21) is not known. The best known estimate for \( K \) as of this writing is \( K \geq \sqrt{2} \) (see DM05 Proposition 2.7).

**Example 7.0.3** (BGM18). Consider for \( p = (x,y,z) \in G \) the map \( \sigma : G \to \mathbb{R}^3 \) defined by \( \sigma (p) = (x,y,0) \) and the diffusion \( X_t = \left( B^p_t, \xi + \int_0^t \sigma (B^p_s) ds \right) \). A straightforward computation (see Lemma A.0.8) shows that

\[
\sqrt{x^2 + y^2} \leq d_{CC} (e, p),
\]

so that by the left-invariance of \( d_{CC} \) we have that \( \sigma \) is 1-Lipschitz in the sense of (7.0.7). Thus Theorem 7.0.12 can be applied to \( X_t \).
Appendix A

Heisenberg group geodesics and the Carnot-Carathéodory distance

Let \((M, \mathcal{H}, g)\) be a sub-Riemannian manifold.

**Definition A.0.1.** With \(q \in M\) and \(p \in T_q^*M\) define \(H(q,p) = \frac{1}{2} \langle \beta(p), \beta(p) \rangle_q\) where \(\langle \cdot, \cdot \rangle\) is the cometric (fiber-wise). \(H\) is called the *Hamiltonian*. Elements in \(TM\) are *velocity* vectors and \(T^*M\) are *momentum* vectors.

**Definition A.0.2.** A curve \((x(t), p(t))\) in \(T^*M\) where \(x(t) \in M\) and \(p(t) \in T^*_{x(t)} M\) is said to satisfy the *Hamilton-Jacobi Equations* (HJE) if

\[
\begin{align*}
\dot{x}^i &= \frac{\partial H}{\partial p_i}(x(t), p(t)) \\
\dot{p}_i &= -\frac{\partial H}{\partial x^i}(x(t), p(t)).
\end{align*}
\]

We can write the Hamilton-Jacobi equations in local coordinates in the following way. Let \(\left\{\frac{\partial}{\partial x^1}, \ldots, \frac{\partial}{\partial x^n}\right\}\) be a basis in \(T_x M\) and \(\{dx^1, \ldots, dx^n\}\) a basis in \(T^*_x M\). If
\[ p = \sum p_i dx^i \] is a momentum vector then we can rewrite the Hamiltonian as

\[ H(x, p) = \frac{1}{2} \sum_i p_i p_j \beta^{ij}(x), \]

where

\[ \beta^{ij} = \langle \beta(dx^i), \beta(dx^j) \rangle. \]

It is a fact that the Hamilton Jacobi Equations have a unique solution for a given initial \( x(0) = x \in M \) and \( p(0) = p \in T^*_x M \), for a short time. See [Mon02] for a proof.

**Theorem A.0.3.** Let \( \xi(t) = (\gamma(t), p(t)) \) be a solution to the HJE on \( T^* M \) for a sub-Riemannian Hamiltonian \( H \). Then \( \gamma(t) \) is a (locally) minimizing sub-Riemannian geodesic.

**Definition A.0.4.** The curve \( \gamma \) as given in Theorem A.0.3 is called a normal (sub-Riemannian) geodesic.

We recall the definition of the Heisenberg group. Let \( \mathbb{H}^3 \) be identified with \( \mathbb{R}^3 \) with the law

\[
(x_1, y_1, z_1) \star (x_2, y_2, z_2) := \left( x_1 + x_2, y_1 + y_2, z_1 + z_2 + \frac{1}{2}(y_2 x_1 - x_2 y_1) \right),
\]

which makes \( \mathbb{R}^3 \) into a non-commutative group. We call \( \mathbb{H}^3 = (\mathbb{R}^3, \star) \) the Heisenberg group. The left invariant vector fields are

\[
X = \partial_x - \frac{y}{2} \partial_z, \\
Y = \partial_y - \frac{x}{2} \partial_z, \\
Z = \partial_z.
\]
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Proposition A.0.5. The curve \( \gamma(t) \) is horizontal on the \( \mathbb{H}^3 \) if and only if \( \dot{z} = -\frac{1}{2} (\dot{x}y - \dot{y}x) \) for \( t \in [a, b] \).

Proof. Recall that horizontal means that \( \dot{\gamma}(t) \in \mathcal{H}_{\gamma(t)} \) for all \( t \). The goal is to write \( \dot{\gamma}(t) \) in terms of \( X, Y, Z \). We have

\[
\dot{\gamma}(t) = \dot{x} \partial_x + \dot{y} \partial_y + \dot{z} \partial_z \\
= \dot{x} \left( \partial_x - \frac{y}{2} \partial_z \right) + \dot{y} \left( \partial_y + \frac{x}{2} \partial_z \right) \\
+ \dot{z} \left( \frac{y}{2} \partial_z - \frac{x}{2} \partial_z \right) + \dot{z} \partial_z \\
= \dot{x} X + \dot{y} Y + \dot{z} \left( \frac{y}{2} \partial_z - \frac{x}{2} \partial_z \right) + \dot{z} \partial_z ,
\]

but \( \dot{x} X + \dot{y} Y \in \mathcal{H}_{\gamma(t)} \) and \( \left( \frac{\dot{y}}{2} - \frac{\dot{x}}{2} + \dot{z} \right) \partial_z \notin \mathcal{H}_{\gamma(t)} \). Thus we must have that \( \dot{\gamma}(t) \in \Delta_{\gamma(t)} \) if and only \( \dot{x} \frac{y}{2} - \dot{y} \frac{x}{2} + \dot{z} = 0 \). \( \square \)

Assume \( \{X, Y\} \) are orthonormal, which means \( \langle \cdot, \cdot \rangle \) is an inner product on \( \mathcal{H} \). Let’s take any co-vector \( p = p_x dx + p_y dy + p_z dz \). We will compute sub-Riemannian Hamiltonian

\[
H(q, p) = \frac{1}{2} \left( \langle X(q), p \rangle^2 + \langle Y(q), p \rangle^2 \right).
\]

Recall that for \( p \in T_q^*M \) we have \( \langle X(q), p \rangle = p(X(q)) \) where \( X(q) \in T_qM \). Define \( P_X : T^*M \to \mathbb{R} \) by \( P_X = p(X(q)) \) where \( (q, p) \in T^*M \). Also \( \langle v, \alpha \rangle = \alpha(v) \) so that \( \langle e_i, \alpha^j \rangle = \delta_i^j \). For \( X = \partial_x - \frac{y}{2} \partial_z \) and \( Y = \partial_y + \frac{x}{2} \partial_z \) we have

\[
P_X = \left( \partial_x - \frac{y}{2} \partial_z, p_x dx + p_y dy + p_z dz \right) \\
= p_x - \frac{y}{2} p_z .
\]
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so

\[ P_X (x, y, z, p_x, p_y, p_z) = p_x - \frac{y}{2} p_z \]

where \( q = (x, y, z) \) and \( p = (p_x, p_y, p_z) \). Now

\[
P_Y = \left\{ \partial_y + \frac{x}{2} \partial_z, p_x dx + p_y dy + p_z dz \right\} = p_y + \frac{x}{2} p_z
\]

so

\[
P_Y (x, y, z, p_x, p_y, p_z) = p_y + \frac{x}{2} p_z.
\]

Now since \( Z = \partial_z \) then

\[
P_Z (x, y, z, p_x, p_y, p_z) = p_z.
\]

Thus the Hamiltonian is

\[
H (q, p) = \frac{1}{2} \left( (X(q), p)^2 + (Y(q), p)^2 \right)
\]

\[
= \frac{1}{2} \left( (p_x - \frac{y}{2} p_z)^2 + (p + \frac{x}{2} p_z)^2 \right).
\]

The Hamilton Jacobi Equations become

\[
\frac{\dot{q}}{\partial q} = \frac{\partial H}{\partial p}
\]

\[
\dot{p} = -\frac{\partial H}{\partial q}.
\]
which breaks down to by plugging in what we know

\[
\begin{align*}
\dot{x} &= \frac{\partial H}{\partial p_x} = p_x - \frac{y}{2} p_z \\
\dot{y} &= \frac{\partial H}{\partial p_y} = p_y + \frac{x}{2} p_z \\
\dot{z} &= \frac{\partial H}{\partial p_z} = -\frac{y}{2} \left( p_x - \frac{y}{2} p_z \right) + \frac{x}{2} \left( p_y + \frac{x}{2} p_z \right) \\
&= \frac{1}{4} \left( x^2 + y^2 \right) p_z + \frac{1}{2} \left( x p_y - y p_x \right) \\
\dot{p}_x &= \frac{\partial H}{\partial x} = -\frac{1}{2} p_z \left( p_y + \frac{x}{2} p_z \right) \\
\dot{p}_y &= \frac{\partial H}{\partial y} = \frac{1}{2} p_z \left( p_x - \frac{y}{2} p_z \right) \\
\dot{p}_z &= -\frac{\partial H}{\partial z} = 0.
\end{align*}
\]

Thus we can rewrite with the momentum functions and obtain

\[
\begin{align*}
\dot{x} &= P_X \\
\dot{y} &= P_Y \\
\dot{z} &= \frac{1}{2} x P_Y - \frac{1}{2} y P_X \\
\dot{P}_X &= -P_Z P_Y \\
\dot{P}_Y &= P_Z P_X \\
\dot{P}_Z &= 0.
\end{align*}
\]

Let \( \gamma(t) = (x(t), y(t), z(t)) \) with initial values \( q_0 = (x, y, z) = (0, 0, 0) \) and \( p_0 = \)
$(\xi, \eta, \theta)$. Differentiating equations (A.0.1)-(A.0.3) we obtain

\[
\begin{align*}
\ddot{x} &= \dot{P}_X \\
\ddot{y} &= \dot{P}_Y \\
\ddot{z} &= \frac{1}{2} \dddot{x} \dot{P}_Y + \frac{1}{2} \dddot{y} \dot{P}_X - \frac{1}{2} \dddot{y} \dot{P}_X - \frac{1}{2} \dddot{x} \dot{P}_Y \\
&= \frac{1}{2} \dddot{x} \dot{y} + \frac{1}{2} \dddot{y} \dot{x} - \frac{1}{2} \dddot{y} \dot{x} - \frac{1}{2} \dddot{x} \dot{y} \\
&= \frac{1}{2} \dddot{x} \dot{y} - \frac{1}{2} \dddot{y} \dot{x}.
\end{align*}
\]

Also since $P_z = p_z$ then $P_z(t) = \theta$. Plugging this back into the equation (A.0.4) and (A.0.5) we get

\[
\begin{align*}
\dot{P}_X &= -\theta \dot{P}_Y \\
\dot{P}_Y &= \theta \dot{P}_X.
\end{align*}
\]

Combining we obtain the equations

\[
\begin{align*}
\ddot{x} &= -\theta \dddot{y} \\
\dddot{y} &= \theta \dddot{x} \\
\dddot{z} &= \frac{1}{2} (x \dddot{y} - y \dddot{x})
\end{align*}
\]
Solving this we obtain the following solutions:

\[
\begin{align*}
    x(t) &= \frac{\xi}{|\theta|} \sin (|\theta| t) - \frac{\eta}{|\theta|} (\cos (|\theta| t) - 1), \\
    y(t) &= -\frac{\xi}{|\theta|} (\cos (|\theta| t) - 1) - \frac{\eta}{|\theta|} \sin (|\theta| t) \\
    z(t) &= \frac{\xi^2 + \eta^2}{2 |\theta|^2} (|\theta| t - \sin (|\theta| t)).
\end{align*}
\]

We summarize this in the following theorem.

**Theorem A.0.6** (Heisenberg group geodesics). Let \( \gamma(t) = (x(t), y(t), z(t)) \) be a curve on \( \mathbb{H}^3 \) with initial position \( q_0 = (x, y, z) = (0, 0, 0) \) and initial momentum \( p_0 = (\xi, \eta, \theta) \). The curve given by

\[
\begin{align*}
    x(t) &= \frac{\xi}{|\theta|} \sin (|\theta| t) - \frac{\eta}{|\theta|} (\cos (|\theta| t) - 1), \\
    y(t) &= -\frac{\xi}{|\theta|} (\cos (|\theta| t) - 1) - \frac{\eta}{|\theta|} \sin (|\theta| t) \\
    z(t) &= \frac{\xi^2 + \eta^2}{2 |\theta|^2} (|\theta| t - \sin (|\theta| t)).
\end{align*}
\]

satisfies the initial conditions above and is a normal geodesic.

Let \( d_{CC}(e, g) \) be Carnot-Caratheodory distance. Then for a given \( g = (a, b, c) \in \mathbb{H}^3 \cong \mathbb{R}^3 \) we find \( (\xi, \eta, \theta) \) to such that \( x(t_0) = a, y(t_0) = b, z(t_0) = c \). Then if
\( \gamma_0(t) = (x_0(t), y_0(t), z_0(t)) \) satisfies A.0.7-A.0.9 then

\[
d_{CC}(e, g) = \inf \left\{ \int_0^{t_0} \sqrt{\dot{x}^2 + \dot{y}^2} ds, \gamma = (x, y, z) \text{ horizontal } \gamma(0) = e, \gamma(t_0) = (a, b, c) \right\}
\]

\[
= \int_0^{t_0} \sqrt{(\dot{x}_0)^2 + (\dot{y}_0)^2} ds \\
= \int_0^{t_0} \sqrt{\xi^2 + \eta^2} ds \\
= t_0 \sqrt{\xi^2 + \eta^2},
\]

since geodesics are globally length minimizing on the Heisenberg group.

**Lemma A.0.7.** Consider the point \( g = (0, 0, c) \neq 0 \). Then \( d_{CC}(e, g) \sim c^{\frac{1}{2}} \).

**Proof.** Recall that by letting \( x_0(t_0) = 0 \) and \( y_0(t_0) = 0 \) and we obtain \( \sin |\theta| t_0 = 0 \) and \( \cos |\theta| t_0 = 1 \), say \( |\theta| t_0 = 2\pi \). Also \( z_0(t_0) = c \) which we obtain

\[
\frac{\xi^2 + \eta^2}{2 |\theta|^2} |\theta| t_0 = c.
\]

Thus \( |\theta| t_0 = 2\pi \) and \( \xi^2 + \eta^2 = \frac{c}{\pi} \theta^2 \). Hence

\[
t_0 \sqrt{\xi^2 + \eta^2} = \sqrt{\frac{c}{\pi}} |\theta| t_0 = 2\sqrt{\pi} \sqrt{c}.
\]

\[\square\]

**Lemma A.0.8.** Suppose \((a, b, c) \in \mathbb{H}\). Then

\[
\sqrt{a^2 + b^2} \leq d_{CC}(e, (a, b, c)).
\]

**Proof.** By equations A.0.7-A.0.9 the normal geodesic from the identity to the point
\((a, b, c)\) has parametrization

\[ x_0(t) = \frac{\xi}{|\theta|} \sin (|\theta| t) - \frac{\eta}{|\theta|} (\cos (|\theta| t) - 1), \]
\[ y_0(t) = -\frac{\eta}{|\theta|} \sin (|\theta| t) - \frac{\xi}{|\theta|} (\cos (|\theta| t) - 1) \]
\[ z_0(t) = \frac{\xi^2 + \eta^2}{2 |\theta|^2} (|\theta| t - \sin (|\theta| t)). \]

Given \( g = (a, b, c) \in \mathbb{H}_3 \cong \mathbb{R}^3 \) we can find \((\xi, \eta, \theta)\) such that \( x(t_0) = a, y(t_0) = b, z(t_0) = c\) so that

\[ d_{CC}(e, g) = t_0 \sqrt{\xi^2 + \eta^2}. \]

Now

\[ a = x_0(t_0) = \frac{\xi}{|\theta|} \sin (|\theta| t_0) - \frac{\eta}{|\theta|} (\cos (|\theta| t_0) - 1), \]
\[ b = y_0(t_0) = -\frac{\eta}{|\theta|} \sin (|\theta| t_0) - \frac{\xi}{|\theta|} (\cos (|\theta| t_0) - 1) \]
\[ c = z_0(t_0) = \frac{\xi^2 + \eta^2}{2 |\theta|^2} (|\theta| t_0 - \sin (|\theta| t_0)). \]

Thus

\[ a^2 = \frac{\xi^2}{|\theta|^2} \sin^2 (|\theta| t_0) - 2 \frac{\xi \eta}{|\theta|^2} \sin (|\theta| t_0) (\cos (|\theta| t_0) - 1) + \frac{\eta^2}{|\theta|^2} (\cos (|\theta| t_0) - 1)^2, \]
\[ b^2 = \frac{\eta^2}{|\theta|^2} \sin^2 (|\theta| t_0) + 2 \frac{\eta \xi}{|\theta|^2} \sin (|\theta| t_0) (\cos (|\theta| t_0) - 1) + \frac{\xi^2}{|\theta|^2} (\cos (|\theta| t_0) - 1)^2. \]
So that

\[ a^2 + b^2 = \frac{\xi^2 + \eta^2}{|\theta|^2} \sin^2 (|\theta| t_0) + \frac{\xi^2 + \eta^2}{|\theta|^2} (\cos (|\theta| t_0) - 1)^2 \]
\[ = \frac{\xi^2 + \eta^2}{|\theta|^2} \left[ \sin^2 (|\theta| t_0) + (\cos (|\theta| t_0) - 1)^2 \right] \]
\[ = \frac{\xi^2 + \eta^2}{|\theta|^2} \left[ \sin^2 (|\theta| t_0) + \cos^2 (|\theta| t_0) - 2 \cos (|\theta| t_0) + 1 \right] \]
\[ = 2\frac{\xi^2 + \eta^2}{|\theta|^2} [1 - \cos (|\theta| t_0)] \]
\[ = 4\frac{\xi^2 + \eta^2}{|\theta|^2} \sin^2 \left( \frac{|\theta| t_0}{2} \right) \]

So that

\[ \sqrt{a^2 + b^2} = 2\sqrt{\frac{\xi^2 + \eta^2}{|\theta|^2} \sin \left( \frac{|\theta| t_0}{2} \right)} \]
\[ \leq 2 \frac{2}{|\theta|} \sqrt{\xi^2 + \eta^2} \frac{|\theta| t_0}{2} \]
\[ = t_0 \sqrt{\xi^2 + \eta^2} \]
\[ = d_{CC}(e, g), \]

where I used the elementary inequality \(|\sin x| \leq |x|\) for all \(x\). \qed
Appendix B

The generator of Kolmogorov-type diffusions

Consider the process

$$X_t = \left( X_t, \int_0^t \sigma (X_s) \, ds \right)$$

where $X_t$ is a Markov process in $\mathbb{R}^k$ whose generator is given by

$$L = \sum_{i=1}^k V_i^2 + V_0$$

where the $V_i$ for $i = 0, \ldots, k$ are smooth, bounded vector fields. We assume $L$ is elliptic. We also assume $\sigma : \mathbb{R}^k \to \mathbb{R}^k$ is a $C^1$ map such that

$$C_\sigma := \left( \sum_{i,j} (V_i \sigma_j)^2 \right)^{\frac{1}{2}} < \infty,$$

and that $\sigma$ is not zero almost everywhere. We let $\mathcal{L}$ be the generator for $X_t$. 
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Proposition B.0.1. The generator $\mathcal{L}$ of the process $X_t = (X_t, \xi + \int_0^t \sigma (X_s) \, ds)$ is given by

$$\mathcal{L} f(p, \xi) = L_p f(p, \xi) + \sum_{i=1}^k \sigma_i(p) \frac{\partial}{\partial \xi_i} f(p, \xi)$$

for function $f \in C_0^\infty (\mathbb{R}^k \times \mathbb{R}^k)$.

Proof. Take $f(p, \xi) \in C_0^\infty (\mathbb{R}^k \times \mathbb{R}^k)$. We can suppose that $X_t$ is a diffusion of the form

$$dX_t = a (X_t) dB_t + b (X_t) dt, \quad X_0 = p$$

where the $a, b$ are smooth and bounded. We wish to compute

$$\mathcal{L} f(p, \xi) = \lim_{t \to 0} \frac{1}{t} \mathbb{E}^{(p, \xi)} \left[ f \left( X_s, \xi + \int_0^t \sigma (X_s) \, ds \right) - f(p, \xi) \right].$$

By Taylor’s theorem we have

$$f \left( X_t, \xi + \int_0^t \sigma (X_s) ds \right) - f(p, \xi) = \nabla_p f (p, \xi) \cdot (X_t - p) + \nabla_\xi f (p, \xi) \cdot \left( \int_0^t \sigma (X_s) \, ds \right)$$

$$+ \frac{1}{2} \sum_{i \neq j} \frac{\partial^2 f (p, \xi)}{\partial p_i \partial p_j} (X_i^t - p_i) (X_j^t - p_j)$$

$$+ \frac{1}{2} \sum_{i=1}^d \frac{\partial^2 f (p, \xi)}{\partial \xi_i^2} \left( \int_0^t \sigma_i (X_s) \, ds \right)^2 + \frac{1}{2} \sum_{i \neq j} \frac{\partial^2 f (p, \xi)}{\partial \xi_i \partial \xi_j} \left( \int_0^t \sigma_i (X_s) \, ds \right) \left( \int_0^t \sigma_j (X_s) \, ds \right)$$

$$+ \frac{1}{2} \sum_{i \neq j} \frac{\partial^2 f (p, \xi)}{\partial p_i \partial \xi_j} (X_i^t - p_i) \left( \int_0^t \sigma_j (X_s) \, ds \right) + R_t$$

$$= I + II + III + IV + V + VI + R_t,$$
where $R_t$ is the remainder term. We start by computing the limit involving term $I$,

$$
\lim_{t \to 0} \frac{1}{t} E^{(p, \xi)} [\nabla_p f (p, \xi) \cdot (X_t - p)] = \lim_{t \to 0} \frac{1}{t} \sum_{i=1}^k \frac{\partial f(p, \xi)}{\partial p_i} E^{(p, \xi)} [X_i^t - p_i]
$$

$$
= \sum_{i=1}^k b_i(p) \frac{\partial f(p, \xi)}{\partial p_i},
$$

since by Lebesgue’s differentiation theorem we have

$$
\lim_{t \to 0} \frac{1}{t} \left[ \int_0^t E^{(p, \xi)} [b_i (X_s)] \, ds \right] = b_i (p).
$$

Computing the limit involving term $II$,

$$
\lim_{t \to 0} \frac{1}{t} E^{(p, \xi)} \left[ \nabla_\xi f (p, \xi) \cdot \left( \int_0^t \sigma (X_s) \, ds \right) \right] = \lim_{t \to 0} \frac{1}{t} \sum_{i=1}^k \frac{\partial f(p, \xi)}{\partial \xi_i} \left( \int_0^t E^{(p, \xi)} [\sigma_i (X_s)] \, ds \right)
$$

$$
= \sum_{i=1}^k \frac{\partial f(p, \xi)}{\partial \xi_i} \left( \lim_{t \to 0} \frac{1}{t} \int_0^t E^{(p, \xi)} [\sigma_i (X_s)] \, ds \right)
$$

$$
= \sum_{i=1}^k \sigma_i (p) \frac{\partial f(p, \xi)}{\partial \xi_i},
$$

where the last equality is due to Lebesgue’s differentiation theorem and the fact that $\sigma$ is $C-$Lipschitz. This can be seen by

$$
\lim_{t \to 0} \left| \frac{1}{t} \int_0^t E^{(p, \xi)} [\sigma_i (X_s)] \, ds - \sigma_i (p) \right| = \lim_{t \to 0} \left| \frac{1}{t} \int_0^t E^{(p, \xi)} [\sigma_i (X_s) - \sigma_i (p)] \, ds \right|
$$

$$
\leq \lim_{t \to 0} \frac{C}{t} \int_0^t E^{(p, \xi)} |X_s - p| \, ds
$$

$$
= C \cdot E^{(p, \xi)} |p - p| = 0.
$$
Computing the limit involving term $III$,

\[
\lim_{t \to 0} \frac{1}{t} \mathbb{E}^{(p, \xi)} \left[ \frac{1}{2} \sum_{i,j} \frac{\partial^2 f (p, \xi)}{\partial p_i \partial p_j} (X_s^i - p_i) (X_s^j - p_j) \right] = \frac{1}{2} \sum_{i,j} (a(p) a(p)^T)_{i,j} \frac{\partial^2 f (p, \xi)}{\partial p_i \partial p_j}.
\]

Computing the limit involving term $IV$,

\[
\limsup_{t \to 0} \frac{1}{t} \mathbb{E}^{(p, \xi)} \left[ \frac{1}{2} \sum_{i=1}^{k} \frac{\partial^2 f (p, \xi)}{\partial \xi_i^2} \left( \int_0^t \sigma_i (X_s) \, ds \right)^2 \right] = \limsup_{t \to 0} \frac{1}{t} \sum_{i=1}^{k} \frac{\partial^2 f (p, \xi)}{\partial \xi_i^2} \mathbb{E}^{(p, \xi)} \left[ \left( \int_0^t \sigma_i (X_s) \, ds \right)^2 \right].
\]

We prove this limit is zero. To do so, it suffices to show \( \limsup_{t \to 0} Y_t \leq C \) where

\[
Y_t = \mathbb{E}^{(p, \xi)} \left[ \left( \int_0^t \sigma_i (X_s) \, \frac{ds}{t} \right)^2 \right].
\]

For if this was true then

\[
\limsup_{t \to 0} t \cdot \mathbb{E}^{(p, \xi)} \left[ \left( \int_0^t \sigma_i (X_s) \, \frac{ds}{t} \right)^2 \right] = \limsup_{t \to 0} t \cdot Y_t \leq 0 \cdot C = 0.
\]

To see this we use the fact that \( \sigma_i \) must have linear growth and get

\[
Y_t = \mathbb{E}^{(p, \xi)} \left[ \left( \frac{1}{t} \int_0^t \sigma_i (X_s) \, ds \right)^2 \right] \leq \mathbb{E}^{(p, \xi)} \left[ \frac{1}{t} \int_0^t \sigma_i (X_s)^2 \, ds \right] \leq \mathbb{E}^{(p, \xi)} \left[ \frac{1}{t} \int_0^t (C_1 |X_s| + C_2)^2 \, ds \right] = \frac{1}{t} \int_0^t \mathbb{E}^{(p, \xi)} \left[ (C_1 |X_s| + C_2)^2 \right] \, ds.
\]
then taking limits and using Lebesgue’s differentiation theorem we have

\[ \limsup_{t \to 0} Y_t \leq \mathbb{E}^{(p, \xi)} \left[ (C_1 |X_0| + C_2)^2 \right] = (C_1 |p| + C_2)^2. \]

Computing the limit involving term \( V \) we have

\[
\limsup_{t \to 0} \frac{1}{t} \mathbb{E}^{(p, \xi)} \left[ \frac{1}{2} \sum_{i \neq j} \frac{\partial^2 f(p, \xi)}{\partial \xi_i \partial \xi_j} \left( \int_0^t \sigma_i(X_s) \, ds \right) \left( \int_0^t \sigma_j(X_s) \, ds \right) \right] = \limsup_{t \to 0} \frac{1}{t} \sum_{i \neq j} \frac{\partial^2 f(p, \xi)}{\partial \xi_i \partial \xi_j} \left[ \left( \int_0^t \sigma_i(X_s) \sigma_j(X_u) \, ds \, du \right) \right] = 0,
\]

which follows similarly to the previous cases.

Estimating the limit involving term \( VI \), we have

\[
\limsup_{t \to 0} \frac{1}{t} \mathbb{E}^{(p, \xi)} \left[ \frac{1}{2} \sum_{i \neq j} \frac{\partial^2 f(p, \xi)}{\partial p_i \partial \xi_j} \left( X^i_t - p_i \right) \left( \int_0^t \sigma_j(X_s) \, ds \right) \right] \leq \frac{1}{2} \sum_{i \neq j} \frac{\partial^2 f(p, \xi)}{\partial p_i \partial \xi_j} \left( \limsup_{t \to 0} \mathbb{E}^{(p, \xi)} \left[ \left( X^i_t - p_i \right) \left( \frac{1}{t} \int_0^t \sigma_j(X_s) \, ds \right) \right] \right).
\]

Using the Cauchy-Schwarz inequality and a previous estimate we have,

\[
\limsup_{t \to 0} \mathbb{E}^{(p, \xi)} \left[ \left( X^i_t - p_i \right) \left( \frac{1}{t} \int_0^t \sigma_j(X_s) \, ds \right) \right] \leq \limsup_{t \to 0} \mathbb{E}^{(p, \xi)} \left[ \left( X^i_t - p_i \right)^2 \right] \leq \limsup_{t \to 0} \mathbb{E}^{(p, \xi)} \left[ \left( \frac{1}{t} \int_0^t \sigma_j(X_s) \, ds \right)^2 \right]^{\frac{1}{2}} \leq \limsup_{t \to 0} \mathbb{E}^{(p)} \left[ \left( X^i_t - p_i \right)^2 \right]^{\frac{1}{2}} (C_1 |p| + C_2).
\]

Since \( X_t \) is hypoelliptic then there exists a smooth transition kernel \( p_t(x, y) \) for \( X^i_t \), so that by Dominated Convergence Theorem and the fact that \( a, b \) are smooth and
bounded we have that

$$\lim_{t \to 0} \mathbb{E}^{p_i} \left[ (X^i_t - p_i)^2 \right] = \lim_{t \to 0} \int (y - p_i)^2 p_i (p_i, y) \, dy = \mathbb{E}^{p_i} \left[ (X^i_0 - p_i)^2 \right] = 0.$$ 

Let $C$ be a bound on the third derivatives of $f$. By Taylor’s theorem the error term $R_t$ can be bounded by

$$|R_t| \leq C \sum_{i,j,k} \left| \mathbb{E}^{(p,\xi)} \left[ A_i B_j C_k \right] \right|,$$

where the $A_i, B_j, C_k$ are all either of the form $(X_s - p_s)$ or $\int_0^t \sigma_s (X_s) \, ds$. A similar analysis can be done as above to show that

$$\limsup_{t \to 0} \frac{R_t}{t} = 0.$$

To summarize we showed that

$$\mathcal{L} f(p, \xi) = \sum_{i=1}^d b_i(p) \frac{\partial f(p, \xi)}{\partial p_i} + \frac{1}{2} \sum_{i,j} \left( a(p) a(p)^T \right)_{i,j} \frac{\partial^2 f(p, \xi)}{\partial p_i \partial p_j}$$

$$+ \sum_{i=1}^k \sigma_i(p) \frac{\partial f(p, \xi)}{\partial \xi_i}$$

$$= \mathcal{L}_p f(p, \xi) + \sum_{i=1}^k \sigma_i(p) \frac{\partial f(p, \xi)}{\partial \xi_i},$$

as needed. \qed
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