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ABSTRACT

Computational materials science has become an important branch of research with the advent of high performance computers and efficient algorithms. The viability of solving fundamental theories allows not only to understand experimental results, but predict properties of exotic materials or materials at extreme conditions. There exists fundamental theories that has been applied in different domains of length and time scales, where certain approximations are employed which enable improved performance with minimum compromise of accuracy.

In this Thesis, various computational approaches at different length scales are considered to investigate different classes of organic and inorganic ferroelectric materials to describe structural-property relations. The in-plane and out-of-plane piezoelectric properties of (001) strontium titanate (SrTiO$_3$, STO)
epitaxial thin films on pseudo-cubic (001) substrates are computed as a function of in-plane misfit strain. A nonlinear thermodynamic model is employed, which takes into account the appropriate mechanical boundary conditions, the electromechanical coupling between the polarization and the in-plane lattice mismatch, and the self-strains of the ferroelastic and ferroelectric phase transformations. The piezoelectric behavior of epitaxial STO films is described in various strain-induced ferroelectric phase fields in a temperature range from −50 to 50 °C. These results indicate that strain engineered STO films may be employed in a variety of sensor and actuator applications as well as surface acoustic wave devices and thin-film bulk acoustic resonators.

Implementing the same technique, piezoelectric properties of epitaxial (001) barium strontium titanate (BST) films are computed as functions of composition, misfit strain, and temperature using a non-linear thermodynamic model. Results show that through adjusting in-plane strains, a highly adaptive rhombohedral ferroelectric phase can be stabilized at room temperature with outstanding piezoelectric response exceeding those of lead based piezoceramics. Furthermore, by adjusting the composition and the in-plane misfit, an electrically tunable piezoelectric response can be obtained in the paraelectric state. These findings indicate that strain engineered BST films can be utilized in the development of electrically tunable and switchable surface and bulk acoustic wave resonators.

The theoretical model of ferroelectric bilayers using basic thermodynamics
taking into account the appropriate electrical boundary conditions and electro-
static fields is present. We show that ferroelectric multilayers are not simple
capacitors in series (CIS) and treating these as CIS may lead to misinterpretation
of experimental results and to erroneous conclusions. The spontaneous polar-
ization mismatch in ferroelectric/ferroelectric (FE/FE), FE/paraelectric (FE/PE),
and FE/dielectric (FE/DE) bilayers results in a non-linear electrostatic coupling
which produces significant deviations in the overall dielectric response if it is
computed using the simple capacitor-in-series (CIS) model. Our results show
that the CIS approach is a good approximation only for DE/DE multilayers and
for FE heterostructures if the individual layers are electrostatically screened
from each other.

As a second method for this Thesis, classical molecular dynamics compu-
tations are considered to calculate the structural, elastic, and polar properties of
crystalline ferroelectric $\beta$ phase poly(vinylidene fluoride), PVDF, with random-
ized trifluoroethylene TrFE as a function of TrFE content. The results show that
molecular dynamics can be used to predict the mechanical and polarization-
related behavior of ferroelectric poly(VDF-co-TrFE). The same computational
approach might be also utilized for other polymeric materials in the desired
temperature and/or composition range. Furthermore, temperature-induced
and deformation-induced phase transitions are reported, which are consistent
with the experimental observation.

Finally, the fundamental theory of electron physics, also called the first-
principles formalism, is applied to study the polarization of the layered ferroelectric bismuth titanate (BiT). The electronic structure studies of pure BiT and technologically significant lanthanum-doped bismuth titanate (La-doped BiT) are performed. The results and the extension of current progress of A-site substitutional BiT using first-principle calculations could provide the theoretical evidence of the formation of oxygen vacancies, which is recognized to be associated with the leakage current and polarization properties. Studies on the optical properties of BiT are performed using a beyond-density functional theory (beyond-DFT) method. This is done because the regular approximation for electron-electron coupling in the DFT specific generalized gradient approximation (GGA) has limitations in predicting the band gap of semiconductors/insulators. The Heyd-Scuseria-Ernzerhof (HSE) screened hybrid-functional method is adopted.
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In order to study the systems using computational approaches, suitable model should be considered as a prerequisite for the desired phenomena. The interactions are the essential ingredients for the recipe to accurately describe the materials properties. Depending on the time and length scales of the system, as long as the questions to ask, classical molecular dynamics and \textit{ab initio} approaches are applied to investigate the ferroelectric materials behavior. Such approaches are well-established in the field and more advanced techniques are introduced to enhance its capability and accuracy in various topics. The following sections cover the basis understanding and current developments are also discussed.

1.1 Classical Molecular Dynamics

Molecular dynamics (MD) simulations become a standard and powerful computational tool for condensed matter physics, materials science, and biophysics disciplines. For chemical bonding and reactivity, molecular interaction, electrochemistry, and photochemistry, a MD simulations also provide a simplified formalism for tackling a very complicated system. Most of the
time, exact solution is not available. The experimental and theoretical works together usually offer in-depth knowledge while computations supply the insight into atomic scale process, and even predict experimental results. On the other hand, the experimentalist always need the explanation on their observations and verification of their thoughts. Here I would like to summarize a few key points which are necessary to carry out MD simulation. And bear that in mind, we may always want to see how the simulations work comparing to the experimental measurements, and want to know the underlying physics behind the seem-to-be no rule realistic system. Shortly speaking, there are two mathematical formalism concepts driving the classical MD simulations. One is the potential energy surface, associated with the atomic interacts between atoms. And the other one is force, which allows us to accelerate the atoms moving in the trajectory direction.

1.1.1 Interatomic Potentials

For a given system, we need to know the forces acting on the atoms, governed by Newton’s second law, and forces are associated with the negative gradient of the potential.

\[ m_i \ddot{\mathbf{r}}_i = \mathbf{F}_i, \quad \mathbf{F}_i = -\frac{\partial}{\partial \mathbf{r}_i} U \quad \text{(1.1.1)} \]

where \( m_i \) represents the mass of \( i \) particle, \( \ddot{\mathbf{r}}_i \) represents the acceleration of \( i \) particle, and \( U(\mathbf{r}_i) \) represents the potential energy, as a function of atomic coor-
coordinates $\mathbf{r}_i$. Depending on the complexity of the problem, in general, there are 1-body, 2-body, 3-body or $n$-dimensional type interactions, in the category of non-bonded interaction. One common method is to ignore the $n$–body, where $n \leq 3$, and only consider pair potential interaction. The essential idea might still be captured, even though pair potential seems to be a rather over-simplified approximation. Among all the pair interaction, Lennard-Jones potential, or 6–12 potential, is considered as the most simple format. Although the simplicity of the formula, it is still being commonly used due to its well-representative and computational feasible form

$$v_{\text{LJ}}(r) = 4\epsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^6 \right]$$

(1.1.2)

where $\epsilon$ represents the depth of the potential well (or the strength of the interaction), $\sigma$ represents the distance at where the inter-particle potential is zero, and $r$ represents the distance between the particles. If electrostatic charges are present in the system, there exists the Coulomb potentials

$$v_{\text{Coulomb}}(r) = \frac{Q_1 Q_2}{4\pi\varepsilon_0 r}$$

(1.1.3)

where $Q_1$ and $Q_2$ represent the charges, and $\varepsilon_0$ represents the permittivity of the free space. Again, depending on the system, the format might be modified to better describe the desired interaction.

For system contains molecular, we must consider another type of interac-
tion, the intramolecular bonding potential. The format of bonding interaction is more fruitful, but the most common ones can be categorized as bonds, bend angles, and torsional angles type. Or,

\[
E_{\text{bonds}} = \frac{1}{2} \sum_{\text{bonds}} k_i^r (r_{ij} - r_{eq})^2
\]

\[
E_{\text{angles}} = \frac{1}{2} \sum_{\text{angles}} k_i^\theta (\theta_{ijk} - \theta_{eq})^2
\]

\[
E_{\text{torsional angles}} = \frac{1}{2} \sum_{\text{tors.}} \sum_{m} k_i^{\phi,m} (1 + \cos(m\phi_{ijkl} - \gamma_m))
\]

where \( r_{ij} = |r_i - r_j| \) represents the distance between adjacent pairs of atoms in a molecular, the “bend angles” \( \theta_{ijk} \) represents the angle between successive bond vectors \( r_{ij} \) and \( r_{jk} \). The “torsion angles” \( \psi_{ijkl} \) represents the angle between three connected bonds, or mathematically

\[
\cos \phi_{ijkl} = -\hat{n}_{ijk} \cdot \hat{n}_{jkl}, \text{ where } n_{ijk} = r_{ij} \times r_{jk}, \ n_{jkl} = r_{jk} \times r_{kl}
\]

where \( \hat{n} = n/|n| \) represents the normalized unit vector perpendicular to the plane determined by two bonds.

In general, the energy term showing in Eq. 1.1.4 is oversimplified. Various simulation package possess their own format to represent the interaction, to different degree of accuracy. Since the force field potential, essentially, is constructed through parameterization. The simulation accuracy depends critically on the choice of parameters. For instance, the effect of electronic polarization isn’t taken into account in fixed point charge model. Fixed bond topology
doesn’t cover the chemical interaction, breaking or generate bonds. Fortunately, various technique can compensate some effect. For example, instead of considering the fixed charge for individual atom, partial charges might recover the polarization effects while parameterizing the force field potential. We emphasize the importance of the fitting parameters that parameterization follows the concept of ”Garbage in, garbage out”. Overall, the force field provides the potential energy and force gives the acceleration of the atoms, both integrating to the equations of motion.

For the detailed introduction of MD simulations in more fundamental level, I highly recommend the book from Daan Frenkel and Berend Smit’s ”Understanding Molecular Simulation” and M. P. Allen, D. J. Tildesley ”Computer Simulation of Liquids”

1.1.2 Ensembles

In order to describe the state of the system, typically one uses temperature $T$, volume $V$, pressure $P$, and number of atoms $N$. These macroscopically observable variables are used and the systems can be described by ensemble, where the most common ones are canonical ensemble, microcanonical ensemble, and grand canonical ensemble. For canonical ensemble, it describes a system in contact with a heat bath where the number of particles is fixed and temperature is specified. A microcanonical ensembles represents a isolated system where the number of particles and total energy are fixed. A grand canonical
ensemble is used for a system contacting with a heat and particle bath, where heat and particles can be exchanged between the system and the surroundings. Depending on the criteria, the appropriate ensemble is considered for desired problem in hand.

1.1.3 Periodic Boundary Conditions

In this Thesis, the MD simulations are introduced to study the properties of a system in bulk, where the behavior is very differ to surface. The appropriate size of the simulation is essential to compromise the balance between the demanding of the resources and the accuracy of the computation. To eliminate the surface effect, where the particles interact differently at the surface region than at the bulk region, the simulation box is repeated throughout the space and form the infinite lattice. The particles behave exactly the same within one central unit box as the surrounding box. Thus if one particle moves out of the central box, the image of such particle moves into the box from the other side of the boundary. A schematic representation of two-dimensional periodic system is shown in Fig. 1.1.1. The number of particles in the central box remains the same throughout the simulations.

1.1.4 Thermodynamic Properties

Energy E, temperature T, and pressure P provide the connection between the microscopic and macroscopic level, such properties can be easily computed through classical molecular dynamics simulations. It is worth to emphasize
Figure 1.1.1: Periodic boundary conditions. The central box is defined by thicker lines.

that the average quantities are being computed, through Ergodic hypothesis where all accessible microstates are equally possible over a long period of time. A MD simulation should be sufficiently long so that the ensemble is properly sampled.

1.1.5 Conclusion

Even though the pioneer work of MD simulation can be traced by to 70s, the development remains active especially in the field of biophysics, chemistry, and materials science. As addressed earlier, the most essential ingredient of a successful simulation is the representative potential. Empirical potentials have been frequently used in chemistry and materials physics. The interaction are taken into consideration by pair and many-body potentials. The matrix representation are implemented in semi-empirical potentials, where the matrix
elements are constructed through empirical fitting. Most of these potentials are within the region of classical mechanics, where the charge distribution remains the same throughout the entire simulation. This is not always the case in reality, while the chemical reactions and more accurate representation are necessary. Therefore quantum mechanical based method, such as density functional theory, is considered for taking electronic behavior into account. One can imagine that the computational demanding is much more higher so that the system is limited to fewer number of atoms. With the assistance of growing computational power, the system with few thousands of atoms become accessible and representative. The balance between computational cost and desired accuracy is the most critical factor, while simulation is involved.

1.2 Electronic Structure Calculations

Nowadays, the density functional theory (DFT) becomes the most favorable approach to investigate the electronic structure of materials, especially in the field including but not limited to materials science, condensed matter physics, chemistry, and most of the computational subdisciplines. The power to compute, or even predict the structural-property relationships has a huge impact on experimental fields, or even become the standard approach to interpret the experimental observation in the atomic scale. The great progress has been built up in computing the electronic structure, structural properties, chemical reaction, dielectric and optical properties, vibrational and thermody-
dynamic regime. The concept of DFT is based on the methodology by simplifying the many body problem into the one body problem by introducing functional—a function of another function. Instead of working explicitly how all the atoms interact with each other, the atoms now are considered interacting in the field, the electron density, and the reason how name of density functional theory is given.

Even though the great development in recent years, there are still lots of challenges standing ahead. For instance, the van der Waals interaction has been considered being very critical to determine the stability of DNA and protein structure. Not only in bio-related system, in solid,\textsuperscript{9,10} in molecular self-assembly,\textsuperscript{11} and in the process of adsorption,\textsuperscript{12,13} the behavior are also highly depending on the van der Waals interaction. Moreover, using the single-particle approximation of density functional theory, an excited-state cannot be well described by the exchange-correlation energy term, which is unknown and can only be approximated by uniform electron gas.

\section*{1.2.1 Density Functional Theory}

Here, we start our discussion by solving the time-independent Schrödinger equation

\begin{equation}
\left\{ \sum_{i=1}^{N} \left[ -\frac{\hbar^2}{2m} \nabla_i^2 + V_{\text{ext}}(r_i) \right] + \frac{1}{2} \sum_{i \neq j=1}^{N} \frac{\epsilon^2}{|r_i - r_j|} \right\} \Psi(r_1, \cdots, r_N) = E \Psi(r_1, \cdots, r_N),
\end{equation}

(1.2.1)
where \( \mathbf{r}_i \) is the position of the \( i \)th electron, \( N \) is the total number of electrons in the system, \( V_{\text{ext}} \) is the external field, and \( E \) is the total electronic energy. The Born-Oppenheimer approximation treats the electronic and the nuclear degrees of freedom as separable variables, where the assumption comes from the idea that the heavier nuclei should move way slower than the lighter electrons; each proton has more than 1800 times more mass than an electron. The eigenfunction \( \Psi \) contains \( 3N \) degrees of freedom and thus it is not possible to solve Eq. (1.2.1) in general. The electron-electron interaction term prohibits Eq. (1.2.1) to be expressed with reduced degrees of freedom. Therefore instead of solving the wave function as a many-body system using the Schrödinger’s formalism, the Thomas-Fermi model, arise and develop on top of the idea of electronic density. For one particle with its corresponding wavefunction, the density can be considered as the probability to be found in real space, or

\[
\rho(\mathbf{r}) = \psi^*(\mathbf{r})\psi(\mathbf{r}) \tag{1.2.2}
\]

For a system with \( N \) particles, the density then can be written as

\[
\rho(\mathbf{r}) = N \int \Psi^*(\mathbf{r}, \mathbf{r}_2, \ldots, \mathbf{r}_N)\Psi(\mathbf{r}, \mathbf{r}_2, \ldots, \mathbf{r}_N)d\mathbf{r}_2 \ldots d\mathbf{r}_N \tag{1.2.3}
\]

and be interpreted as the probability amplitude to find any particle near the position \( \mathbf{r} \) in real space. The essential idea of the Thomas-Fermi method is to avoid the discussion of the wavefunction, focusing on the density as a
variable. Although the idea is an important step in solving the equation, somehow the accuracy is limited because the expression of kinetic term is only an approximation. The method also doesn’t include the exchange energy of atom, which is the essential conclusion of the Pauli principle.

1.2.2 The Hohenberg-Kohn Theorem

The idea of Hohenberg and Kohn theorem\textsuperscript{14} is started from the argument that the movement of the electron is influenced by an external potential. In their theorem I, ”The external potential, and hence the total energy, is a unique functional of the electron density.” The Hamiltonian in Eq. (1.2.1) can be expressed and can be constructed by the charge density, hence, determining the total energy. One of the important message is that the Hohenberg-Kohn theorem shows the existence of functionals, but doesn’t express how to obtain the functionals. The theorem II, ”The ground-state energy can be obtained variationally, the density that minimizes the total energy is the exact ground-state density.”, which can be proved by the variational principle. Even though it is a great progress and the extremely useful theorem, one still have no ability to compute the ground-state density. Fortunately, one year later Kohn and Sham\textsuperscript{15} introduced a simple method for DFT calculations, where the feature of DFT remains persist. Suddenly, it becomes one of the most powerful computational method.

1.2.3 The Kohn-Sham Method
The central idea of Kohn-Sham method is that the full interacting system turns into a fictitious non-interacting system. Now instead of explicitly expression of the interaction, the electrons now move within the effective potential, namely ”Kohn-Sham” single-particle potential. The advantage is that the calculations become feasible, with remaining the exact ground-state density as a real interacting system. The difference arise between the Kohn-Sham method and the Thomas-Fermi model by various format in kinetic energy term. In summary, a unique way of one to one mapping can be established to simplify the very difficult N interacting electrons problem into a solvable N non-interacting electrons problem. Instead of solving the N interacting system in an external potential, now the question becomes solving the N non-interacting electrons in an ”external effective potential”, where the charge density remains the same.

By mapping the problem from interacting electrons into a fictitious non-interacting electrons, the variational principle is applied with the Lagrange multiplier $\mu$ and the constrain of the total number of electrons to be N. The equation can be written as

$$
\delta \left[ E_{\text{eff}}[\rho] + \int V_{\text{ext}}(r)\rho(r) dr - \mu \left( \int \rho(r) dr - N \right) \right] = 0 \quad (1.2.1)
$$

where $N = \int \rho(r) dr$ is the number of electrons. Kohn and Sham separated $E_{\text{eff}}[\rho]$ into three terms

$$
E_{\text{eff}}[\rho] = T[\rho] + \frac{1}{2} \int \frac{\rho(r)\rho(r')}{|r - r'|} dr dr' + E_{\text{XC}}[\rho] \quad (1.2.2)
$$
where \( T[\rho] \) represents the kinetic energy of a non-interacting particles with density \( \rho(\mathbf{r}) \), the second term represents the classical electrostatic (Hartree) energy, and the last term \( E_{XC}[\rho] \) represents the exchange-correlation energy which consists of non-classical electrostatic interaction energy and the different between the kinetic energies of both interacting and non-interacting systems. The first two terms in Eq. 1.2.2 can be simply handled but the trouble comes from the exchange correlation part. Combining with Eq. 1.2.1, one can re-write

\[
\frac{\delta T[\rho]}{\delta \rho(\mathbf{r})} + V_{\text{eff}}(\mathbf{r}) = \mu \tag{1.2.3}
\]

where effective potential is

\[
V_{\text{eff}}(\mathbf{r}) = \int \frac{n(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} d\mathbf{r}' + V_{XC}(\mathbf{r}) + V_{\text{ext}}(\mathbf{r}) \tag{1.2.4}
\]

and now the exchange-correlation potential becomes

\[
V_{XC}(\mathbf{r}) = \frac{\delta E_{XC}[\rho]}{\delta \rho(\mathbf{r})} \tag{1.2.5}
\]

By viewing \( N \) non-interacting particles move in another type of "effective" potential \( V_{\text{eff}} \), the situation is the same as the real interacting system. To find the ground state energy, (or \( \rho(\mathbf{r}) \)), now one can solve the non-interacting one-
electron Schrödinger equations, namely,

\[
\left[-\frac{\hbar^2}{2m} \nabla^2 + V_{\text{eff}}(\mathbf{r})\right] \psi_i(\mathbf{r}) = \varepsilon_i \psi_i(\mathbf{r}) \quad (1.2.6)
\]

\[
\rho(\mathbf{r}) = 2 \sum_{i=1}^{N} |\psi_i(\mathbf{r})|^2. \quad (1.2.7)
\]

where \(V_{\text{eff}}\) represents the average potential be seen by electron \(i\), \(\psi_i(\mathbf{r})\) represents the one-electron wave function with 3 coordinates variables, the factor of 2 in Eq. 1.2.7 appears because electrons have spin and the Pauli exclusion principle says that two separate electrons having different spins can occupy one electron wavefunction, and \(\varepsilon_i\) represents the one-electron energy. The Eq. 1.2.6 is exact, if \(V_{\text{eff}}\) is known. Since it is not the case, \(V_{\text{eff}}\) is approximated. Depending on the system, the representative approximation of \(V_{\text{eff}}\) can provide very accurate results.

Because \(V_{\text{eff}}\) depends on \(\rho(\mathbf{r})\) which is essential the solution of the equation, the Kohn-Sham equation are self-consistently. The workflow of solving the equation in Kohn-Sham formalism is as follows. First, one has to provide the initial guess of one-electron wave function \(\psi_i(\mathbf{r})\). and solve the equation Eq. 1.2.6. Then new charge density is generated via Eq. 1.2.7. The comparison is made between new and old charge density. The self-consistent calculations go on until the difference is smaller than the desired tolerance, then we can further compute other physical quantities.

1.2.4 Local Density Approximation
Even though Kohn-Sham theory is exact in principle, the approximation is considered for the unknown exchange-correlation functional in practice. The first attempt of the approximation is called local density approximation (LDA),\textsuperscript{15} where the density is treated locally as an uniformly distributed electron gas. At each point in the system, the exchange correlation energy term is the same as an uniform electron gas of the same charge density, and it can be expressed as

$$E_{\text{XC}}^{\text{LDA}} = \int \rho(r) \epsilon_{\text{XC}}[\rho] dr$$

(1.2.1)

where $\epsilon_{\text{XC}}(\rho)$ is the exchange correlation energy per particle of an uniformly distributed electron gas of charge density $\rho$. The exchange correlation potential is given by

$$V_{\text{XC}}^{\text{LDA}}[\rho(r)] = \frac{\delta E_{\text{XC}}^{\text{LDA}}[\rho]}{\delta \rho(r)} = \epsilon_{\text{XC}}[\rho] + \rho(r) \frac{\delta \epsilon_{\text{XC}}[\rho]}{\delta \rho}$$

(1.2.2)

In practice, the $\epsilon_{\text{XC}}[\rho]$ can be split into exchange and correlation potentials.\textsuperscript{16–18}

1.2.5 Generalized Density Approximation

Despite the great success of LDA, there are limitations due to the nature of such approximation. For systems where the density slowly varies, LDA always provides a good result. However, an independent particles picture is no longer valid for strongly correlated systems so that LDA is not adequate. An improvement is established by considering both density and gradient of the
density as the argument of the exchange correlation energy, which is so-called
generalized gradient approximation (GGA). Since there is no unique form to
define the correlation energy term, PW91,\textsuperscript{19} PBE,\textsuperscript{20} and BLYP\textsuperscript{21} are the most
commonly accepted functionals by the DFT community.

1.2.6 Beyond DFT

Finally, for the cases that exchange correlation greatly dominates the sys-
tem, such as unnegligible electron-phonon coupling,\textsuperscript{22} and underestimation
of electronic band gap,\textsuperscript{23} accurate description is essentially important for the
satisfactory results. Even though the determination of exchange correlation
is still unclear, the development of hybrid functional\textsuperscript{24} is still an active re-
search of interest.\textsuperscript{25} Beyond ground-state DFT, there is growing interest of
research associated with excited state energies, such as charge transfer,\textsuperscript{26,27} and
time-dependent DFT (TDDFT).\textsuperscript{28} Excited state properties such as emission,
absorption, photochemical and photophysical phenomena, can therefore be
systematically analyzed. The fundamental understanding of such approaches
provide deeper insight of the complex systems, and help us to go beyond the
boundary.\textsuperscript{29}

1.2.7 Periodic Boundary Conditions and Bloch’s Theorem

The N-body problems has been simplified to a single particle problem, but
most of materials contain lots of electrons (in the order of $10^{23}$). In practice,
periodic potential is considered in Schrödinger equation to describe the crystal
structure for a solid system. The nuclei are arranged in a periodic manner, the
electrons within such environment also behave with periodicity. The crystals
can be exploited by Bloch’s theorem stating the wavefunction of an electron
within a periodic potential, where

$$\psi_k(r) = u_k(r)e^{ikr}$$  \hspace{1cm} (1.2.1)

where \( u_k(r) \) is the function with the periodicity of the potential, \( i.e. \) \( u_k(r + T) = u_k(r) \), where \( T \) is the length of the unit cell. \( k \) is a wavevector confined to the
first Brillouin Zone. It implies that the probability of finding an electron at \( r \)
is the same as its equivalent position \( r + T \). The electron density is calculated
through the integration over all possible \( k \), and it can be approximated with a
summation containing sufficient amount of \( k \) points. Or,

$$\rho(r) = \int |\psi_k(r)|^2d^3k = \sum_k |\psi_k(r)|^2$$  \hspace{1cm} (1.2.2)

Because \( u_k(r) \) is a periodic function, it can be written as a Fourier series,

$$u_k(r) = \sum_G c_{k,G}e^{iG \cdot r},$$  \hspace{1cm} (1.2.3)

where \( c_{k,G} \) are complex plane wave expansion coefficients. The sum is over
all reciprocal lattice vectors \( G \), defined through \( G \cdot R = 2\pi m \), where \( m \) is an
integer and \( R \) is a real space lattice vector. Every basis function \( e^{iG \cdot r} \) represents
a plane-wave. Combining Eqs. 1.2.1 and 1.2.3, one obtains

$$\psi_k(r) = \sum_G c_{k,G} e^{i(k+G)r}.$$  \hspace{1cm} (1.2.4)

In principle, there are infinite number of $G$, but the expansion coefficients $c_{k,G}$ decrease while $|G|^2$ increases.

1.2.8 Pseudopotentials

It has been shown that when plane waves are applied to represent the electron wave function, the computation is still very demanding if one has to explicitly consider valence and core electrons. Large energy cut off for plane wave approximation is required for accurate electronic structure due to highly oscillating behavior of valence electrons and tightly bound core orbitals.\textsuperscript{30} However, most of the physical properties of solids depend on the valence electrons while core electrons are non-sensitive to the environment. The pseudopotential approximation is introduced such that wave functions change smoothly near the nucleus, and therefore plane wave cut off energy is reduced.\textsuperscript{31,32} Eventually nucleus and core electrons are considered as an ion, and pseudopotential is generated to have the same effect on the valence electrons.

1.2.9 Conclusion

First principal calculation has become a great success in materials science research. It provides the fundamental tool to investigate the ground-state
energy of the system without too much prior knowledge. The great agreement between calculation and experiment shows qualitative insights and capability of such approach. Various attempts to improve upon the calculations are still very active. The new algorithm has been introduced to shorten computational time and to reduce computational resources. With this effort the larger system is accessible that new phenomena can be realized through the sophisticated model. Bridging model with size scale from couple nanometers to hundred even thousand nanometers using DFT provides the useful information which can be extended to other computational method, or to explain experimental observation. As an exploratory tool for materials discovery, lots of successful stories can be told and there are more to be done in a nearly future.
Chapter 2
Strain Engineering

2.1 Strain Engineering of Piezoelectric Properties of Strontium Titanate Thin Films

In this chapter, a nonlinear thermodynamic model is employed to investigate the in-plane and out-of-plane piezoelectric properties of (001) strontium titanate (SrTiO₃, STO) epitaxial thin films on pseudo-cubic (001) substrates as a function of in-plane misfit strain. The appropriate mechanical boundary conditions, the electromechanical coupling between the polarization and the in-plane lattice mismatch, and the self-strains of the ferroelastic and ferroelectric phase transformations are taken into account. The piezoelectric behavior of epitaxial STO films is described in various strain-induced ferroelectric phase fields in a temperature range of −50°C to 50°C. These calculations show that by carefully tailoring in-plane misfit strains in both tensile and compressive ranges, piezoelectric coefficients that are of the order of prototypical lead zirconate titanate and other lead-based piezoceramics can be realized. These results indicate that strain engineered STO films may be employed in a variety of sensor and actuator applications as well as surface acoustic wave devices.
and thin-film bulk acoustic resonators.

2.1.1 Introduction

Since the first observation of piezoelectricity in late 19th century in material systems such as sodium chlorate and quartz as a phenomenon coupling mechanical and electrical properties, extensive research has been carried out in this field due to its potential applications such as in sensors and actuators, transducers, generators, and emitters and receivers for sonar applications. From the aspect of crystallo-chemical considerations, piezoelectricity is found in systems with loss of crystalline centro-symmetry. In that regard, several different ceramic-based material systems have been shown to have relatively high piezoelectric coefficients. Among such piezoceramics are conventional perovskite materials with the prototypical ABO$_3$ chemical formula such as PbTiO$_3$, Pb(Zr$_{x}$Ti$_{1-x}$)O$_3$ (PZT), BaTiO$_3$ (BTO), (K$_{0.5}$Na$_{0.5}$)NbO$_3$ (KNN), and Ba$_x$Sr$_{1-x}$TiO$_3$ (BST) where the centro-symmetrical arrangement is lost below the ferroelectric-paraelectric phase transformation temperature ($T_C$, Curie temperature). Although piezoelectricity is also observed in tungsten bronze type structured materials like Sr$_x$Ba$_{1-x}$Nb$_2$O$_6$ (SBN) and simple oxides and nitrides such as ZnO and AlN, the magnitude of the piezoelectric coefficient is typically one to two orders of magnitude smaller than PZT and its derivatives. A list of selected materials and their piezoelectric properties that are extracted from Refs. is presented in Table I.
In radio frequency (RF), surface acoustic wave (SAW), and bulk acoustic wave (BAW) applications, current resonators are typically based on AlN\textsuperscript{67} which has a very modest piezoelectric coefficient ($d_{33}=5.15$ pm/V) compared to PZT (Table I). Such devices benefit from the strong chemical stability, excellent mechanical properties, and low dielectric losses combined with low leakage currents of AlN.\textsuperscript{67} However, AlN has relatively poor electromechanical coupling coefficients and lower dielectric constant compared to PZT. Furthermore, AlN has a wurtzite crystal structure (P63mc) and does not undergo a ferroelectric phase transformation. It is a linear dielectric and its deposition onto a suitable substrate is not as straightforward as the growth of an oxide film. Taking these limitations into account, in order to enhance device properties and introduce additional functionalities, a logical alternative is an environmentally friendly ferroelectric oxide with PZT-like piezoelectric behavior coupled with low loss tangent and leakage. Alternatives such as BiFeO\textsubscript{3} (BFO) have been considered for this purpose\textsuperscript{68,69} but the dielectric losses and leakage in BFO-based systems can be prohibitively high\textsuperscript{70}.

We note that there exists a vast amount of literature on lead-free electroceramics which are developed by varying the chemistry through doping in systems that have a morphotropic phase boundary. Panda provides an excellent review of the current state-of-the-art in Ref.\textsuperscript{71} While significant efforts were devoted to the discovery of such piezoelectrics, the prototypical perovskite strontium titanate (SrTiO\textsubscript{3} or STO) has not received much attention
compared to materials with significantly more complex chemistries.\textsuperscript{71,72} STO (Pm\textsubscript{3}m – Fig. 2.1.1) is an incipient ferroelectric with coupled instabilities.\textsuperscript{73} Under no geometrical constraint, an anti-ferrodistortive (AFD) structural phase transition takes place at \(-168^\circ\text{C}\) from a cubic to a tetragonal symmetry with space group I\textsubscript{4}/mcm, which is attributed to the rotation of TiO\textsubscript{6} octahedra about the pseudo-cube axes caused by the softening, or the instability, of the soft optical phonon mode.\textsuperscript{74} The crystal structure of STO and the structural order parameters \(q_i\) that result in the ferroelastic phase transformation are shown in Fig. 2.1.1(a). In a stress-free and unconstrained system, pure STO crystals remain paraelectric down to absolute zero. However, electrical,\textsuperscript{75} chemical,\textsuperscript{76} and/or mechanical\textsuperscript{77,78} manipulations result in the formation of ferroelectric phase(s).\textsuperscript{79} Theoretically, the formation of different ferroelectric phases under different choices of electrical, thermal and mechanical boundary conditions has been studied using Monte Carlo simulations,\textsuperscript{80} phase-field approaches,\textsuperscript{81} molecular dynamics,\textsuperscript{82} first-principles calculations,\textsuperscript{83} and thermodynamic models.\textsuperscript{84} For STO in particular, a thermodynamic analysis by combining theory of elasticity and the Landau theory of phase transformations was carried out by Pertsev \textit{et al.}\textsuperscript{85,86} in which it is shown that it is possible to stabilize a variety of different ferroelectric phases in epitaxial STO thin films that are monolithically unstable in bulk polycrystalline or single-crystal form. Indeed, for epitaxial (001) STO thin films at room temperature (RT=298K=25°C) ferroelectricity is observed experimentally by carefully adjusting the equi-biaxial
in-plane misfit strain. These findings provide the motivation for the current study wherein the piezoelectric properties of monodomain epitaxial (001) STO thin films are computed using a non-linear thermodynamic theory as a function of the in-plane misfit strain. We show that by tailoring the magnitude of the in-plane lattice mismatch, piezoelectric properties of the order of hundreds of pm/V can be achieved in STO films.

It should be noted that STO has a large bulk tunable permittivity and a relatively low dielectric loss and is, as such, a potential candidate for microelectronic applications such as oscillators, phase shifters in radio frequency and microwave tunable devices, tunable filters, and delay lines. Furthermore, STO films can be fabricated on a variety of substrates via different methods including chemical solution deposition techniques (CSD), metallo-organic chemical vapor deposition (MOCVD), molecular beam epitaxy (MBE), and pulsed laser deposition (PLD). We have shown that a dielectric permittivity of 325 at 100 kHz with a tunability of ~28% at ~650 kV/cm and a loss of ≤ 2% can be obtained in STO films deposited using industry standard methods on commercial metallized Si substrates. From the viewpoint of finding alternatives in the development of environmentally friendly electroceramics with piezoelectric coefficients that are comparable to PZT and PZT-based materials, the results of this study enable strain engineered STO as a viable candidate for applications such as sensors and actuators, surface acoustic wave devices, and thin-film bulk acoustic resonators.
Figure 2.1.1: (a) The prototypical perovskite STO lattice (Pm 5 m). Also shown are the TiO$_6$ octahedra and the structural order parameters $q = q_i$ ($i = 1, 2, 3$) of the ferroelastic phase transformation at $-168 \, ^\circ C$; (b) 2-dimensional projection of high-temperature tetragonal (HT) phase in the [100] plane where $P_1 = P_2 = P_3 = 0$ and $q_1 = q_2 = q_3 = 0$; (c) ferroelectric tetragonal FTI phase in the [100] plane where $P_1 = P_2 = 0$, $P_3 = 0$, and $q_1 = q_2 = q_3 = 0$; (d) ferroelectric tetragonal FTII phase in the [001] plane where $P_1 = P_2 = 0$, $P_3 = 0$, and $q_1 = q_2 = 0$, $q_3 = 0$; and (e) ferroelectric orthorhombic (FOI) in the [100] plane where $P_1 = P_2 = 0$, $P_3 = 0$, and $q_1 = q_2 = q_3 = 0$.

2.1.2 Theoretical Methodology

We consider here a (001) monodomain STO film on a thick (001) cubic substrate. Taking into account the equi-biaxial in-plane misfit strain $\varepsilon_{um}$ and
an applied electrical field $E = E_i$ ($i = 1, 2, 3$) the total free energy is given by\cite{85, 86}

$$G(P_i, q_i, u_m, E_i, T) = G_0 + \tilde{a}_1(P_1^2 + P_2^2) + \tilde{a}_3 P_3^2 + \tilde{a}_{11}(P_1^4 + P_2^4) + \tilde{a}_{33} P_3^4 + \tilde{a}_{12} P_1^2 P_2^2$$

$$+ \tilde{a}_{13}(P_1^2 + P_2^2) P_3^2 + \tilde{b}_1(q_1^2 + q_2^2) + \tilde{b}_3 q_3^2 + \tilde{b}_{11}(q_1^4 + q_2^4)$$

$$+ \tilde{b}_{33} q_3^4 + \tilde{b}_{12} q_1^2 q_2^2 + \tilde{b}_{13}(q_1^2 + q_2^2) q_3^2 - \tilde{t}_{11}(P_1 q_1^2 + P_2 q_2^2)$$

$$- \tilde{t}_{33} P_3 q_3^2 - \tilde{t}_{12}(P_1 q_2^2 + P_2 q_1^2) - \tilde{t}_{13}(P_1^2 + P_2^2) q_3$$

$$- \tilde{t}_{31} P_3^2 q_1^2 + q_2^2) - t_{44}(P_1 P_2 q_1 q_2) - \tilde{t}_{44}(P_1 P_3 q_1 q_3 + P_2 P_3 q_2 q_3)$$

$$+(c_{11} + c_{12} - 2c_{12}/c_{11}) u_m^2 - E_1 P_1 - E_2 P_2 - E_3 P_3$$

(2.1.1)

where $G_0$ is the free energy density of the paraelectric cubic phase, $P = P_i$ are the components of the polarization vector, $q = q_i$ are the structural order parameters describing the rotation of the TiO$_6$ octahedra, and $c_{mn}$ are the elastic stiffnesses at constant $P_i$ and $q_i$ in the Voigt notation. The re-normalized coefficients $\tilde{a}_i$
and \( \tilde{a}_{ij} \), \( \tilde{b}_i \) and \( \tilde{b}_{ij} \) entering Eq. 2.1.1 are given by:\textsuperscript{83,84}

\[
\begin{align*}
\tilde{a}_1 &= a_1 - \left( g_{11} + g_{12} - 2 \frac{c_{12}}{c_{11}} g_{12} \right) u_m, \\
\tilde{a}_{11} &= a_{11} - \frac{g_{12}^2}{2c_{11}}, \\
\tilde{a}_{12} &= a_{12} - \frac{g_{12}^2}{c_{11}}, \\
\tilde{a}_{13} &= a_{12} - \frac{\lambda_{11} \lambda_{12}}{c_{11}} - \frac{\lambda_{44}^2}{2c_{44}}, \\
\tilde{b}_1 &= b_1 - \left( \lambda_{11} + \lambda_{12} - 2 \frac{c_{12}}{c_{11}} \lambda_{12} \right) u_m, \\
\tilde{b}_3 &= b_{31} - \left( \lambda_{11} - \lambda_{12} \right) u_m, \\
\tilde{b}_{11} &= b_{11} - \frac{\lambda_{12}^2}{2c_{11}}, \\
\tilde{b}_{12} &= b_{12} - \frac{\lambda_{12}^2}{c_{11}}, \\
\tilde{t}_{11} &= t_{11} + \frac{g_{12} \lambda_{12}}{c_{11}}, \\
\tilde{t}_{12} &= t_{12} + \frac{g_{12} \lambda_{12}}{c_{11}}, \\
\tilde{t}_{31} &= t_{31} + \frac{g_{11} \lambda_{12}}{c_{11}}, \\
\tilde{t}_{44} &= t_{44} + \frac{g_{44} \lambda_{44}}{c_{44}},
\end{align*}
\]

where \( a_i \) and \( a_{ij} \), \( b_i \) and \( b_{ij} \), and \( t_{ij} \) are the stress-free, monodomain dielectric stiffness coefficients, structural order parameter susceptibility coefficients, and coupling coefficients between the polarization \( P_i \) and the structural order parameter \( q_i \), respectively. In Voigt notation, \( g_{ij} \) are the electrostrictive constants and \( \lambda_{ij} \) are the coupling coefficients between the strain and \( q_i \).

The piezoelectric coefficient can be determined from the free energy func-
tional given in Eq.2.1.1 using the appropriate Maxwell relations

\[ dS = \left( \frac{\partial S}{\partial T} \right)_{x,E} dT + \left( \frac{\partial S}{\partial x_m} \right)_{T,E} dx_m + \left( \frac{\partial S}{\partial E_i} \right)_{T,x} dE_i \]  
(2.1.12)

\[ dX_m = \left( \frac{\partial X_m}{\partial T} \right)_{x,E} dT + \left( \frac{\partial X_m}{\partial x_n} \right)_{T,E} dx_n + \left( \frac{\partial X_m}{\partial E_k} \right)_{T,x} dE_k \]  
(2.1.13)

\[ dD_i = \left( \frac{\partial D_i}{\partial T} \right)_{x,E} dT + \left( \frac{\partial D_i}{\partial x_m} \right)_{T,E} dx_m + \left( \frac{\partial D_i}{\partial E_j} \right)_{T,x} dE_j \]  
(2.1.14)

where \( S \) is the entropy, \( X \) is the stress tensor, \( x \) is the total strain tensor, \( D \) is the electric displacement field with temperature \( (T) \), applied electric field \( (E_i) \), and strain \( (x) \) as independent variables. Eqs. 2.1.13 and 2.1.14 for an isothermal process can be rewritten in an integrated form as:

\[ X_m = c_{mn}^E x_n + e_{km}^E E_k \]  
(2.1.15)

\[ D_i = e_{im}^E x_m + e_{ij}^E E_j \]  
(2.1.16)

with

\[ c_{mn}^E = \left( \frac{\partial X_m}{\partial x_n} \right)_E \]  
(2.1.18)

\[ e_{km}^E = \left( \frac{\partial X_m}{\partial E_k} \right)_x \]  
(2.1.19)

\[ e_{im}^E = \left( \frac{\partial D_i}{\partial x_m} \right)_E \]  
(2.1.20)

\[ e_{ij}^E \]  
(2.1.21)
and

\[ \epsilon_{ij}^u = \left( \frac{\partial D_i}{\partial E_j} \right)_x \]  \hspace{1cm} (2.1.22)

The coefficients of piezoelectric tensor are then defined as

\[ d_{in} = \epsilon_{ij}^u h_{jm}(c_{nm}^E)^{-1} \]  \hspace{1cm} (2.1.23)

where \( \epsilon_{ij}^u \) is the dielectric permittivity at constant strain, \( h_{jm} \) is the voltage coefficient, and \( c_{nm}^E \) are elastic stiffnesses at constant electric field.

2.1.3 Results and Discussion

Using the appropriate property coefficients in Eqs. 2.1.1 and 2.1.2–2.1.11 which are given in Ref.,\textsuperscript{85} and evaluating the equations of state \( \partial G/\partial P_i = 0 \) and \( \partial G/\partial q_i = 0 \) at \( E_i = 0 \), the Pertsev misfit strain-temperature phase diagram in the temperature range of \(-50^\circ C \) to \( 50^\circ C \) and misfit strain range of \(-2\% \) to \( 2\% \) can be reproduced as shown in Fig. 2.1.2. The phases that appear in Fig. 2.1.2 are defined as:

- \( HT \) : \( P_1 = P_2 = P_3 = 0, q_1 = q_2 = q_3 = 0 \), \hspace{1cm} (2.1.1)
- \( FTI \) : \( P_1 = P_2 = 0, P_3 \neq 0, q_1 = q_2 = q_3 = 0 \), \hspace{1cm} (2.1.2)
- \( FOI \) : \( P_1 = P_2 \neq 0, P_3 = 0, q_1 = q_2 = q_3 = 0 \), \hspace{1cm} (2.1.3)
- \( FTII \) : \( P_1 = P_2 = 0, P_3 \neq 0, q_1 = q_2 = 0, q_3 \neq 0 \) \hspace{1cm} (2.1.4)

and are schematically illustrated in Figs. 2.1.1(b-e).
Figure 2.1.2: Phase diagram of monodomain epitaxial (001) STO films under (a) tensile and (b) compressive misfit strains on a thick (001) pseudo-cubic substrate in the temperature range from $-50$ to $50 \degree C$. The map also shows variations in the out-of-plane and in-plane polarizations ($P_3$ and $P_1$) in the ferroelectric phase fields.

Depending on $u_m$ and $T$, three ferroelectric phases (FTI, FTII, and FOI) can be thermodynamically favorable over the HT phase. HT is tetragonally distorted along the [001] direction (out-of-plane) but is paraelectric like its parent cubic ($Pm \bar{3}m$) phase. As it can be seen in these phase diagrams, FTI and FTII phases can be expected in the case of in-plane compressive misfit strains while FOI phase will be thermodynamically stable for in-plane tensile strains.
Figure 2.1.3: Variation of the (a) out-of-plane polarization ($P_3$) and (b) in-plane polarization ($P_1$) as a function of misfit strain at selected temperatures.

Figs. 2.1.2a and 2.1.2b also display the variation of the in-plane and out-of-plane polarizations ($P_1=P_2$ and $P_3$, respectively) as a function of temperature and misfit strain. For low lattice mismatches, the paraelectric HT phase remains stable. The range of the stability of the HT phase decreases with decreasing temperature. At RT=25°C, HT has the lowest total free energy over a misfit strain.
range corresponding to $-1.32 < u_m < 1.55$. For higher magnitudes of in-plane compressive and tensile misfit strains, ferroelectric phases FTI, FTII, and FOI become more stable. In these regions, however, there is a gradual variation in the magnitude of the components of the polarization as a function of the misfit strain at a given temperature. The misfit strain and temperature dependence of the phase transformations shown in Fig. 2.1.2 can be better understood by tracing the polarization components at a given temperature. In Fig. 2.1.3, we plot $P_3$ and $P_1=P_2$ as a function of misfit strain at four different temperatures. On the compressive misfit strain side, there is a HT ($P_1=P_2=P_3=0$) to FTI ($P_1=P_2=0$, $P_3 \neq 0$) transition for $u_m=-1.16\%$, $-1.27\%$, $-1.32\%$, and $-1.37\%$ at $T=-50^\circ C$, $0^\circ C$, $25^\circ C$, and $50^\circ C$, respectively. This behavior is similar to the emergence of a ferroelectric phase below $T_C$ and is accompanied by lambda-type instability in the second-order property coefficients. Experimental data presented by Warusawithana et al.\textsuperscript{89} confirms that large internal compressive strains in STO films on silicon ($-1.7\%$) result in ferroelectricity. On the other hand, for sufficiently large tensile misfit strains, the paraelectric HT phase is expected to transform to the ferroelectric FOI phase ($P_1=P_2 \neq 0$, $P_3=0$) for $u_m=1.07\%$, $1.40\%$, $1.55\%$, and $1.72\%$ at $T=-50^\circ C$, $0^\circ C$, $25^\circ C$, and $50^\circ C$, respectively. Essentially, large tensile misfit strains force the emergence of in-plane polarization components.

Since in-plane compressive strains promote out-of-plane polarization (shown in Fig. 2.1.2a), FTI (with out-of-plane spontaneous polarization along the [001] direction) and FTII phases are stable for compressive misfit strains below cer-
Figure 2.1.4: Piezoelectric response $d_{33}$ versus misfit strain in the compressive range for different temperatures

Figure 2.1.5: Piezoelectric response $d_{31}$ versus misfit strain in the compressive range for different temperatures
tain temperatures. The difference between FTI and FTII is that for FTII one has to consider the coupling between the ferroelectric and ferroelastic order parameters for describing the displacements of the Ti atoms and the rotation of the TiO$_6$ octahedra. The FTII phase region is shown in the lower left corner of Fig. 2.1.2b. At T=−50°C, the FTI to FTII inter-ferroelectric transition should be expected at $u_m=−1.41\%$. The out-of-plane polarization shows only a small change in slope with respect to T or $u_m$ that is accompanied by comparatively small but discontinuous change in $\partial P_3/\partial T$ introduces a change in the magnitude of polarization along the [001] direction and $\partial P_3/\partial u_m$ (not shown). The strain dependence of the out-of-plane ($d_{33}$) and the in-plane ($d_{31}$) piezoelectric coefficients are determined via Eqs. 2.1.12 – 2.1.23 as a function of the misfit strain and temperature. Here, we consider a metal/insulator/metal heterostructure (MIM) for which the (001) epitaxial STO film is sandwiched between metallic electrodes. In this configuration, $E_i=[0,0,E3]$. By assuming that the bottom electrode is grown pseudomorphically onto the substrate, we ensure that both the sign and magnitude of $u_m$ are entirely controlled by the mismatch between the film and the substrate. The results plotting the misfit strain dependence of $d_{33}$ and $d_{31}$ at selected temperatures are given in Figs. 2.1.4 and 2.1.5, respectively. Firstly, these figures confirm that the HT phase is not piezoelectric because of its centro-symmetrical crystal structure (Fig. 2.1.1b). Secondly, and more importantly, at a given temperature as the HT to FTI or HT to FOI phase transformations are approached with increasing compres-
sive or tensile misfit strain, there is a significant increase in the piezoelectric coefficients. This is analogous to instabilities in the second-order property coefficients near a second order phase transformation. These results show that if the misfit strain can be controlled such that it is near the um-induced phase transformation from the HT to the FTI or the FOI phases, piezoelectric properties similar to PZT can be obtained. Away from the critical misfit strains corresponding to phase transitions from the HT phase to a ferroelectric phase, the piezoelectric response decreases dramatically. For example, at RT for $u_m = -1.4\%$, $d_{33} = 6.1$ pm/V and $d_{31} = 40$ pm/V in the FTI phase fields. While these values are much smaller than what is expected near the critical misfit strains discussed above, they are comparable to those of non-ferroelectric materials such as AlN and ZnO. The lattice mismatch between STO and commonly used materials as substrates such as Si, sapphire ($\alpha$-Al$_2$O$_3$), DyScO$_3$, LaAlO$_3$, and MgO can introduce sufficiently large in-plain strains ($u_m = 1.7\%, -10.8\%, 1.18\%, -3\%, 7.5\%$, respectively) and may indeed stabilize ferroelectric phases at RT. It should also be noted that high lattice mismatches between STO and the substrate potentially could facilitate the process of strain relaxation that would hinder the accessibility of ferroelectric phases at RT. In practice, there are several key factors that have impact on the interaction between the film and the substrate. It is shown that the stresses are almost completely relaxed with increasing the film thickness through the formation of misfit strain dislocations at the STO/substrate interface. The higher the lattice mismatch between
STO and the substrate, the thinner the critical thickness for relaxation through the generation of interfacial dislocations.\textsuperscript{91} Deposition/processing/annealing temperatures also play an important role on the relaxation procedure. The straightforward application of the Matthews-Blakeslee criteria indicates that the critical thickness of misfit dislocation formation is relatively larger for lower processing temperatures due to the smaller thermal strain.\textsuperscript{92} Taking all these factors into account, experimental studies still suggest that even for lattice mismatches as large as 7.5\% in STO/MgO and −3\% for STO/LaAlO\textsubscript{3}, which are well above the critical mismatch, although the thickness at which the relaxation starts is very small, depending on the mechanism as well as the kinetics of the misfit dislocation process, complete relaxation does not occur until the film thickness reaches 50−250 nm and below this thickness the film remains unrelaxed.\textsuperscript{93}

### 2.1.4 Conclusion

A non-linear thermodynamic model based on Landau theory of phase transformations was employed to investigate the piezoelectric behavior of epitaxial (001) STO films by considering the electromechanical coupling between the polarizations and the in-plane lattice mismatch. Our results suggest that manipulations of the STO system through structurally imposed boundary conditions introduces piezoelectric coefficients that are of the order of prototypical lead zirconate titanate and other lead-based piezoceramics and provide the
possibility of fine-tuning polarization. Strain engineered STO films then can be utilized in industries such as sensor and actuator applications and surface acoustic wave devices and acoustic resonators.
2.2 Strain Engineered Barium Strontium Titanate for Tunable Thin Film Resonators

In previous section, STO films were investigated for sensor, actuator, acoustic wave devices, and acoustic resonators application. Here, barium strontium titanate (Ba$_x$Sr$_{1-x}$TiO$_3$, BST), a ferroelectric material possess the features of high dielectric constant, low cost, and phase transition temperature around 20 °C, has been considered as a good candidate for tunable microwave devices. In order to enhance its tunability, not only by in-plane lattice mis-match, the composition of BST also provide extra degree of freedom for the desirable properties. With the consideration of electromechanical coupling between the polarization and the in-plane lattice mismatch, a nonlinear thermodynamic model is employed that takes into account the appropriate mechanical boundary conditions. The emergence of piezoelectricity in ferroelectric (FE) and paraelectric (PE) regions is observed and under the application of electric field, $d_{33}$ values as large as 1500 pm/V in the FE-phase is obtained. By adjusting the composition and in-plane misfit, an electrically tunable piezoelectric response can be achieved, even in its paraelectric state. The computational results show that in order to develop electrically tunable and switchable surface and bulk acoustic wave resonators, one might consider BST films as a potential candidate with strain engineering technique.$^{94}$

2.2.1 Introduction
The diversity of commercialized application, which consist of surface and bulk acoustic wave, SAW and BAW respectively, provokes the studies of interest both scientifically and practically. Among several electronic devices, such as remote controls, microprocessor clocks, mobile component, piezoelectric thin films sandwiched by two metal layers, operate within radio frequency (RF) range is commonly used for telecommunication system. The geometry architecture, as long as the selected materials, play an important role on determining the resonant frequency in SAW and BAW resonators. Compound semiconductors such as GaAs or micro-electromechanical systems (MEMS) are then used as RF switches to select the appropriate fixed frequency filter. AlN exhibits strong chemical stability, excellent mechanical properties, and low dielectric losses combined with low leakage currents\textsuperscript{95,96} and can be manufactured using recent developments in micro-machining techniques.\textsuperscript{97} On the other hand, it is a linear dielectric with a wurtzite crystal structure (P6\textsubscript{3}mc) and has a weak piezoelectric response ($d_{33} \sim 5 \text{ pm/V}$)\textsuperscript{2} compared to ferroelectrics (FE) such as (Pb,Zr)TiO\textsubscript{3} (PZT) and its derivatives (300 pm/V).\textsuperscript{98,99}

Since the piezoelectric response of AlN is not electrically tunable, present AlN-based SAW and BAW resonators are fixed frequency devices.\textsuperscript{100} Despite efforts to achieve electrical tuning in AlN-based resonators through implementation of sound guiding substrates and varying device dimensions, tunability in these systems is less than 1\%.\textsuperscript{101,102} Furthermore, current SAW and BAW devices must employ semiconductor or MEMS switches for frequency selection.
As such, there exists a tremendous potential for the development of tunable and switchable thin film acoustic resonators. This would reduce the total parts count for RF products and would thus provide opportunities to manufacture smaller and cheaper devices. Piezoelectric tunability would enable frequency agile operation, eliminate filter banks as a costly and lossy source, and provide the possibility to get rid of the need for frequency trimming. For this purpose, FE materials have attracted attention as potential alternatives for AlN. Because the electromagnetic coupling depends on the spontaneous polarization, resonance in the FE state exhibits hysteresis. However, since an appropriate electric field can distort central symmetry, emergence of piezoelectricity is possible in the paraelectric phase with the application of an external field. There are incipient FE or FE perovskites such as strontium titanate (SrTiO$_3$, STO) and barium strontium titanate [Ba$_x$Sr$_{1-x}$TiO$_3$, BST $x/(1-x)$] for which voltage induced electrostrictive resonance has been demonstrated in free-standing film or solidly mounted resonator (SMR) device geometries.

In bulk, unconstrained BST, the phase transition temperature $T_C$ can be varied by adjusting the relative amounts of Ba and Sr. $T_C$ for pure barium titanate (BaTiO$_3$, BTO) is 120 °C, but by alloying systematically with STO, $T_C$ can be lowered. For example, for BST 70/30 and 60/40, the cubic paraelectric to tetragonal FE transformations occur at ~34 °C and ~5 °C, respectively. The ability to adjust $T_C$ by controlling the composition is one of the most promising
aspects of using BST in different types of resonators since piezoelectric response and its electric field tunability can be maximized near $T_C$. Misfit strain-temperature phase diagrams that were developed for monodomain epitaxial BST films\textsuperscript{113,114} show that it is possible to induce FE phases with orthorhombic and rhombohedral symmetry that are not observed in bulk form.\textsuperscript{115} In Fig. 2.2.1, we depict the prototypical perovskite BST crystal structure ($Pm3m$) in the bulk PE state and the FE states that can be induced through in-plane equi-biaxial misfit strains. The phases that appear in Fig. 2.2.2 are defined through the spontaneous polarization vector $P_i$ ($i = 1, 2, 3$) such that: PE phase ($P4mm$) with $P_1 = P_2 = P_3 = 0$, c-phase ($I\overline{4}3m$) with $P_1 = P_2 \neq 0, P_3 = 0$, aa–phase ($Amm2$) with $P_1 = P_2 \neq 0, P_3 = 0$, and r-phase ($R3m$) with $P_1 = P_2 \neq 0, P_3 \neq 0$. In this

Figure 2.2.1: At the center is the prototypical perovskite BST crystal structure where Ba/Sr atoms are surrounded by eight TiO$_6$ octahedra. Also shown are the possible strain induced phases. Polarization components in the tetragonal PE phase are $P_1 = P_2 = P_3 = 0$. The c-phase is tetragonal with $P_1 = P_2 = 0$, $P_3 \neq 0$. The aa-phase has an orthorhombic structure where $P_1 = P_2 \neq 0$ and $P_3 = 0$ and the r-phase is rhombohedral with $P_1 = P_2 \neq 0$ and $P_3 \neq 0$. 
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study, we provide a theoretical analysis of piezo-electric response of epitaxial (001) BST films using a nonlinear thermodynamic model taking into account the appropriate electromechanical boundary conditions. We show that strain engineering is a powerful tool that could assist in the development of a new generation of acoustic resonators with extremely large piezoelectric coefficients which are also electrically tunable and/or switchable. Our results indicate that for certain BST compositions and small misfit strains (\(-0.07 < u_m < 0.08\%\) and \(-0.12 < u_m < 0.13\%\) for BST 80/20 and 90/10, respectively), the FE r-phase can be stabilized at room temperature (RT = 25°C). The spontaneous polarization in this state can adapt itself to external stimuli through appropriate rotations and thus has very large piezo-electric response. BST films with lower Ba concentrations such as BST 60/40 remain paraelectric at RT for small misfit strains (\(-0.04 < u_m < 0.04\)). We demonstrate here that in this range, piezoelectric coefficients as high as \(\sim 300 \text{ pm/V}\) can be realized with the application of external electric fields (400 kV/m). This behavior could be useful in certain telecommunication applications for which a paraelectric state may be preferred in order to avoid hysteresis losses associated with nucleation and growth of electrical domains.\(^{107, 116}\) The piezoelectric tunabilities of BST 60/40 in the FE c-phase region are 19% and 29% at 200 and 400 kV/m. These results suggest that tailoring the strain state in FE oxides could provide outstanding piezoelectric response compared to current simple oxide and nitride piezoelectric ceramics.  

### Methodology
We employ here a Landau–Devonshire approach to compute the piezoelectric properties of heteroepitaxial BST films in different phase fields.

\[
\tilde{G} = a^*_1(P_1^2 + P_2^2) + a^*_3P_3^2 + a^*_{11}(P_1^4 + P_2^4) + a^*_{33}P_3^4
\]

\[
+ a^*_{13}(P_1^2P_3^2 + P_2^2P_3^2) + a^*_{12}P_1^2P_2^2 + a^*_{111}(P_1^6 + P_2^6 + P_3^6)
\]

\[
+ a^*_{112}[P_1^4(P_2^2 + P_3^2) + P_3^4(P_1^2 + P_2^2) + P_2^4(P_1^2 + P_3^2)]
\]

\[
+ a^*_{123}P_1^2P_2^2P_3^2 + \frac{u_m^2}{S_{11} + S_{22}} - E_3P_3
\]

(2.2.1)

where the renormalized coefficients is defined as

\[
a^*_1 = a_1 - u_m\frac{Q_{11} + Q_{22}}{S_{11} + S_{22}},
\]

\[
a^*_3 = a_3 - u_m\frac{2Q_{11}}{S_{11} + S_{22}},
\]

\[
a^*_{11} = a_{11} + \frac{1}{2(S_{11}^2 - S_{12}^2)}[(Q_{11}^2 + Q_{12})S_{11} - 2Q_{11}Q_{12}S_{12}],
\]

\[
a^*_{33} = a_{11} + \frac{Q_{12}^2}{S_{11} + S_{22}},
\]

\[
a^*_5 = a_{12} - \frac{1}{(S_{11}^2 - S_{12}^2)}[(Q_{11}^2 + Q_{12})S_{12} - 2Q_{11}Q_{12}S_{11}] + \frac{Q_{44}^2}{2S_{44}},
\]

and

\[
a^*_{13} = a_{12} + \frac{Q_{12}(Q_{11} + Q_{12})}{S_{11} + S_{22}},
\]

(2.2.2)

where \(P_i\) represents the polarization component, \(a_1=(T-T_0)/2\epsilon_0C\) is the dielectric stiffness, \(T_0\) is Curie-Weiss temperature, \(C\) is Curie-Weiss constant of a bulk ferroelectric, and \(\epsilon_0\) is the permittivity of free space, \(a_{ij}\) and \(a_{ijk}\) are higher
order stiffness coefficients, $Q_{ij}$ are the electrostrictive coefficients, and $S_{ij}$ are the elastic compliances of the film in Voigt notation.

A (001) monodomain epitaxial BST film on a thick (001) cubic substrate is considered. Taking into account the equi-biaxial in-plane polarization-free misfit strain $u_m = (a_S - a_F)/a_S$, where $a_S$ and $a_F$ are the lattice parameters of the substrate and the (pseudo-cubic) film, respectively, and an applied electrical field $E_3/[001]$ perpendicular to the film-substrate interface, the (excess) free energy density of the film can be expressed as\textsuperscript{113}

$$u_m$$

$u_m$-T phase diagrams are obtained by evaluating the equations of state $\partial \Delta G/\partial P_i = 0$ for $E_3 = 0$. The property coefficients used in the calculations are compiled from the literature.\textsuperscript{113} In Fig. 2.2.2, we plot the stability regions of the FE and paraelectric phases for four compositions of BST (60/40, 70/30, 80/20, and 90/10) in temperature and misfit ranges of $-50 < T < 150^\circ C$ and $0.5 < u_m < 0.5\%$. Also shown in Fig. 2.2.2 is the total spontaneous polarization ($P = P_S = \sqrt{2P_{S,1}^2 + P_{S,3}^2}$) in each phase region. Regardless of the BST composition, the phase diagrams indicate that depending on $T$, there are two different sequences of phase transformations with increasing $u_m$ from in-plane compressive to in-plane tensile misfits. At relatively higher temperatures, the c-phase which is more stable for in-plane compressive misfit strains transforms to the PE phase with increasing $u_m$ at a critical misfit strain $u_m$. At $T = 100 ^\circ C$, for BST 60/40, 70/30, 80/20, and 90/10, $u_m$ is $-0.22\%$, $-0.16\%$, $-0.09\%$, and $-0.01\%$, respectively. With increasing in-plane tensile strains, the aa-phase becomes
more stable ($\mu_m > 0.20\%$ for BST 60/40 at $T = 100\,^\circ\text{C}$). Significant shifts in $T_c$ and stabilization of metastable phases have been confirmed experimentally in similar epitaxial systems.$^{117,118}$ The c–PE and PE–aa transitions are of second-order due to the positive sign of the coefficients $a_{11}^*, a_{12}^*, a_{13}^*, a_{33}^*$. This can also be verified by inspecting the variations in the polarization components in this field region. In Fig. 2.2.3(a), we plot as an example the change of the out-of-plane and in-plane spontaneous polarization of BST 60/40 at RT. Fig. 2.2.3(a) indicates that there are no jumps in $P_3$ and $P_1 = P_2$ at the critical misfit strains of $-0.04\%$ and $0.04\%$ corresponding to the c–PE and PE–aa phase boundaries. Without applying electric field, $P_3$ vanishes at the c–PE boundary while for $E_3 > 0$ the material is polarized in the [001] direction. In the case of in-plane polarization, however, application of electric field does not alter the material behavior since the out-of-plane electric field does not affect planar polarization. At relatively lower temperatures for the four compositions analyzed in this study, a c–r–aa phase transition sequence becomes possible. Both the c–r and r–aa phase transformations are of second order and this is confirmed in Fig. 2.2.4(a) where we plot the polarization components variation versus misfit strain for BST 80/20 at RT. We note that the stability region of the r-phase becomes narrower with decreasing Sr content. For BST 70/30 and BST 90/10, the phase fields of the r-phase are within $-0.018 < \mu_m < 0.02\%$ and $-0.112 < \mu_m < 0.129\%$.

The out-of-plane piezoelectric coefficients ($d_{33}$) for the four phases can be
Figure 2.2.2: Phase diagrams of various compositions [60/40, 70/30, 80/20, and 90/10 from (a) to (d), respectively] of monodomain epitaxial (001) BST films under compressive and tensile misfit strains on a thick (001) pseudo-cubic substrate in the temperature range of 50 °C – 150 °C and variations of total polarization in the ferroelectric phase fields.

determined via

\[
d_{33} = \begin{cases} 
2\varepsilon_0\eta_{33}Q_{11}P_3 & \text{PE} \\
2\varepsilon_0\eta_{33}Q_{11}P_3 & \text{c-phase} \\
2\varepsilon_0(\eta_{33}Q_{11} + \eta_{23}Q_{12})P_3 & \text{r-phase} \\
2\varepsilon_0(\eta_{11}Q_{11} + 2\eta_{12}Q_{12})P_3 & \text{aa-phase}
\end{cases}
\] (2.2.3)

where \(\eta_{ij} = A_{ij}/\Delta\) are dielectric susceptibility coefficients, and \(A_{ij}\) and \(\Delta\) are the cofactor and determinant of relative dielectric stiffness tensor.\(^{119}\)

Fig. 2.2.3(b) shows the variation in \(d_{33}\) of (001) BST 60/40 as a function of \(u_m\)
Figure 2.2.3: (a) Variation of the in-plane and out-of-plane spontaneous polarization components as a function of misfit strain and (b) RT out-of-plane piezoelectric response ($d_{33}$) of (001) BST (60/40) for different electric fields. $d_{33}$ in the PE region is zero for $E_3 = 0$. For $E_3 > 0$, there is a piezoelectric response in the PE region for misfit strains close to the c-PE transition.

at RT for $E_3 = 0$, 200, and 400 kV/m. This particular composition is chosen as an illustration of piezoelectric properties in the c–PE–aa phase fields at RT. In both PE and aa–regions, there is no piezoelectric response for $E_3 = 0$. However, for $E_3 > 0$, excellent piezoelectric properties can be obtained. For instance, for $u_m = 0.02\%$, $E_3 = 200$ and 400 kV/m produce piezoelectric coefficients as high as $\sim 250$ and $\sim 300$ pm/V, respectively. Here, piezoelectricity emanates only due to the fact that the central symmetry of the crystal is broken with
Figure 2.2.4: (a) Variation of the in-plane and out-of-plane spontaneous polarization components as a function of misfit strain and (b) RT out-of-plane piezoelectric response ($d_{33}$) of (001) BST (80/20) for different electric fields. $d_{33}$ in the PE region is zero for $E_3 = 0$. For $E_3 > 0$, there is a piezoelectric response in the PE region for misfit strains close to the c-PE transition.

The application of an out-of-plane electric field. This is significant since it means that high values of $d_{33}$ can be induced in the material system without hysteretic behavior—a fundamental characteristic of a FE material. To describe the piezoelectric behavior in c-r-aa phase fields, we chose (001) BST 80/20 at RT. Fig. 2.2.4(b) presents $d_{33}$ for different electric field values. In the r-region, for misfit strains near the c–r phase transition, very high magnitudes of $d_{33}$ values are predicted (e.g., $d_{33} = 1500$ pm/V for $u_m = 0.05\%$). The large piezoelectric
properties in this region can be attributed to the ease by which the spontaneous polarization vector in the r-phase can adapt itself to external stimuli. The transition from the c-phase to the r-phase and then to the aa-phase occurs via a rotation of the spontaneous polarization from the [001] axis towards [110] direction. Because it is plotted in a log scale, in Fig. 2.2.4(b) the tunability of the piezoelectric coefficient in the r-region is not clearly displayed. For BST 80/20 and $u_m = 0.06\%$, the piezoelectric coefficient varies from 179 pm/V to 223 pm/V with a change in the applied field from 0 kV/m to 400 kV/m. In the aa-phase region, however, out-of-plane piezoelectric response can only be obtained with the application of E3. While with zero electric field, piezoelectricity diminishes right before the r-aa transition. For $E_3 = 200$ and 400 kV/m, respectively, piezoelectric coefficients of 23 and 45 pm/V are achievable for $u_m = 0.12\%$.

### 2.2.3 Discussions

It should also be noted that high lattice mismatches between BST and the substrate potentially could facilitate the process of strain relaxation that would hinder the accessibility of ferroelectric phases predicted by our calculations. In practice, there are several key factors that have impact on the interaction between the film and the substrate. It is shown that the stresses are almost completely relaxed with increasing film thickness through the formation of misfit strain dislocations at the film/substrate interface.\textsuperscript{120} The higher the lattice mismatch between the film and the substrate, the smaller the crit-
ical thickness for relaxation through the generation of interfacial dislocations [Matthews–Blakeslee (MB) criteria].\textsuperscript{121} The straightforward application of the MB criteria indicates that the critical thickness of misfit dislocation formation is relatively larger for lower processing temperatures due to the smaller thermal strain. Based on mechanisms by which interfacial dislocations are generated and the kinetics of the processes, experimental studies suggest that even for theoretical lattice mismatches larger than 7\% for which the MB critical film thickness is typically of the range of 1–2 nm, complete relaxation does not occur until the film thickness reaches several hundred nanometers.\textsuperscript{122} Therefore, depending on the deposition/processing/annealing temperatures and by the selection of substrate material, and film thickness, the level and sign of the misfit strain can be adjusted as to obtain optimum piezoelectric response.\textsuperscript{113}

2.2.4 Conclusion

The epitaxial strains can be used to obtain very high piezoelectric properties in a lead-free soft FE material, in this case, barium strontium titanate (BST). In order to develop the electronic component, which is low voltage control or frequency tunable radio frequency resonators, the strain engineering on BST thin films is demonstrated being a promising candidate. It has been well-established in experimental point of view that composition and substrate selection are a tuning parameter and could result in desired piezoelectric response, both in paraelectric and FE phases. Moreover, electrically biased paraelectric
BST exhibits outstanding piezoelectric behavior that provides the opportunity to deliver hysteresis free behavior. This work provides the theoretical evidence that by carefully designing the combination of proper materials on suitable substrate with electrical field stimuli, the electrically tunable piezoelectric response can be obtained, and this would be beneficial in telecommunication technology to be established in tunable device configurations. The resulting components could reduce cost and improve performance for RF systems in a wide range of communications, radar, and wireless data applications.
Chapter 3
Ferroelectric Bilayers and Multilayers

In this chapter, a complete theoretical treatment of ferroelectric bilayers in the continuum limit using Maxwell’s and Poisson’s relations and Landau theory of phase transformations are reported in the first section. The spontaneous polarization mismatch in ferroelectric-ferroelectric (FE-FE), FE-paraelectric (FE-PE), and FE-dielectric (FE-DE) bilayers results in a non-linear electrostatic coupling which produces significant deviations in the overall dielectric response if it is computed using the simple capacitor-in-series (CIS) model. Our results show that the CIS approach is a good approximation only for DE-DE multilayers and for FE heterostructures if the individual layers are electrostatically screened from each other. Furthermore, our findings indicate that a negative dielectric constant in such constructs is thermodynamically not feasible. We provide an alternative explanation for the recent observations that seem to suggest that negative capacitance can be obtained in FE multilayers wherein the total dielectric constant is computed using the CIS model.

In second section, the experimental measurement for achieving high dielectric response over a wide temperature range was reported from our collaborators Deepam et al. at Virginia Tech. The multilayer ceramic het-
erostructures with various constituent compositions are constructed for having strategically tuned Curie temperature. Moreover, these multilayer structures exhibited different dielectric behavior in series and parallel configuration due to variations in electrical boundary conditions resulting in the differences in the strength of the electrostatic coupling. It suggests the approach for designing high performance ceramic capacitors.

3.1 Are ferroelectric multilayers capacitors in series?

3.1.1 Introduction

The heterostructures of multilayers and superlattices have attracted significant interests because of their enhanced and novel functionality. Quantum mechanical calculation has become the standard approach to tackle the problem in atomistic level. On the other hand, phenomenological methods are applied to study the ferroelectric (FE) systems in the macroscopic scale. Using such continuum models, it is also possible to predict the electrical properties of epitaxial multilayers and superlattices by taking into account the gradient of polarization along the film thickness and size effects in the free energy expansion along with the appropriate electromechanical boundary conditions. Regardless of the approach, theoretical works and experimental results indicate that the coupling between individual layers/units in a heterostructure should be taken into account. Instead of showing the same or similar behavior of the individual layer, the properties of multilayer heterostructures might be-
come entirely exotic. For a FE-paraelectric (PE) heterostructure, it has been demonstrated that electrostatic interlayer interactions enhance the dielectric properties at a critical layer fraction corresponding to vanishing/appearance of out-of-plane polarization.\textsuperscript{137,138}

It has been shown both theoretically and experimentally that introducing buffer layers to a FE film improves the dielectric properties,\textsuperscript{139} specifically the loss and leakage characteristics.\textsuperscript{116,140,141} Such buffer layers prevent charge injection from the electrodes and prevent inter-diffusion of species between the FE and the substrate that may lead to formation of non-FE compounds.\textsuperscript{142,143} A bilayer/multilayer structure with a thin non-FE dead layer can also be formed unintentionally during processing of FEs. The dielectric constants of such dead layers have been estimated using the conventional capacitance-in-series model.\textsuperscript{144–146}

Although these studies have provided some insights on the behavior of the heterostructures, two concerns remain unexplored. The dielectric responses of multilayer system have been intensively studied with dependences of material combination, superlattice periodicity and layer fraction,\textsuperscript{147–150} but a few attentions were drawn on the effect of the interfacial charge.\textsuperscript{135,151,152} It is well known that the control over the layer fraction is one of the tuning knobs to enhance the functionality of the heterostructures. Therefore, we theoretically analyze heterostructures constructed from a variety of commercially attractive FE and dielectric (DE) materials and emphasize the influence of the interfacial
charge on the dielectric properties as a function of layer fraction. Second, the concept of negative capacitance from a ferroelectric was proposed by replacing the standard insulator with a ferroelectric insulator at room temperature. The argument is based on the assumption that a metastable state very close to Curie temperature can be stabilized and become stable in a FE-DE bilayer heterostructure. Therefore, it is implicitly claimed using the conventional formula of capacitors in series that the FE layer with a certain thickness shows a negative capacitance very close to the FE instability of the whole heterostructure without providing an extensive theoretical reasoning as to justify this argument.\textsuperscript{156,157} It is still a striking puzzle whether in the industrial interests perspective or in the fundamental physics point of view. We propose the possible explanation that misinterpreting experimental results might inadvertently deduce the negative capacitance.

In this study, we systematically investigate four different bilayer heterostructures using the well-established phenomenological thermodynamics model, where electrostatic interaction is taken into account. To illustrate the concept in the most compact way, the current study is focused on the bilayer system and can be analogously extended to multilayer structure. Barium titanate/barium strontium titanate (BTO/BST), strontium titanate (STO) and alumina/hafnium oxide (Al\textsubscript{2}O\textsubscript{3}/HfO\textsubscript{2}) are used to represent ferroelectric (FE), paraelectric (PE) and dielectric (DE) materials, respectively. A freestanding bilayer heterostructure with different combination of materials is sandwiched
between the electrodes, where the polarization axis is perpendicular to the layer interface. It has been realized that the interfacial effect might dominant the properties in such heterostructures. Two models are addressed to study the coupling effect and to explain the divergent behavior.

Figure 3.1.1: Schematic representation of freestanding bilayer systems of (a) CIS model and (b) ECM model. (c) Our results show that the CIS model is a good approximation of the ECM approach if the heterostructures consist of two DE or FE layers, but not for FE/DE or FE/PE bilayers.

3.1.2 Capacitors in Series (CIS) Model

By applying Gauss’s law, electric field in the region of two metallic plates
with surface area $A$ separated by a distance $h$ in the vacuum can be written as

$$\oint_S E \cdot dA = \frac{Q_{\text{enclosed}}}{\varepsilon_0}$$

(3.1.1)

$$E_0 = \frac{Q}{A\varepsilon_0}$$

where $Q$ represents the enclosed charges and $\varepsilon_0$ represents the vacuum permittivity. Here we ignore the edge effects and consider the electric field is uniformly distributed within the layers while the layer thickness is relatively smaller than the length in the other two direction (field in the parallel infinite plates). While the dielectric material is introduced, induced electric field will reduce the total electric field with the factor of $\varepsilon$, or $E = E_0/\varepsilon$ where $\varepsilon$ is the dielectric constant.

While two dielectric layers are sandwiched with the top and bottom electrodes, potential drop of the bilayer system becomes

$$\Delta V = -\int_{\text{top}}^{\text{bottom}} E \, dl = -E_1 h_1 - E_2 h_2$$

(3.1.2)

$$= -\frac{Q}{A\varepsilon_0} \left( \frac{h_1}{\varepsilon_1} + \frac{h_2}{\varepsilon_2} \right)$$

where $E_i$ and $h_i$ represent the electric field and layer thickness in layer $i$ ($i = 1, 2$), respectively. Capacitance is defined as the capacity of storing electric charge within the potential difference, or

$$C_{\text{eff}} = \frac{Q}{|\Delta V|} = A\varepsilon_0/\left( \frac{h_1}{\varepsilon_1} + \frac{h_2}{\varepsilon_2} \right).$$

(3.1.3)
It is equivalent to two capacitors connecting in series (CIS, Fig. 3.1.1(a)), namely

\[
C_1 = \frac{Q}{|\Delta V_1|} = A\varepsilon_0\frac{\varepsilon_1}{h_1}
\]

\[
C_2 = \frac{Q}{|\Delta V_2|} = A\varepsilon_0\frac{\varepsilon_2}{h_2}
\]

\[
C_{\text{eff}} = \frac{C_1C_2}{C_1 + C_2} = A\varepsilon_0\left(\frac{h_1}{\varepsilon_1} + \frac{h_2}{\varepsilon_2}\right)
\]

(3.1.4)

where \(C_i, i = 1, 2\) represents the capacitance of \(i\)-layer.

### 3.1.3 Electrostatically Coupled Multilayer (ECM) Model

Now, we tackle the problem using nonlinear thermodynamics formalism.

The well-established free energy density of the bilayer system, which is sandwiched by the electrode (Fig. 3.1.1(b)), can be expressed as:\textsuperscript{137,158}

\[
F = \alpha_1[F_1(P_1) - EP_1] + \alpha_2[F_2(P_2) - EP_2] + \alpha_1\alpha_2\frac{2}{2\varepsilon_0}[(P_1 - P_2)^2 - \sigma(P_1 - P_2)] + \frac{F_s}{h}
\]

(3.1.1)

where \(\alpha_i = h_i/(h_1 + h_2) = h_i/h, i = 1, 2\) represents the relative thickness of the layers, \(P_i\) represents the polarization of layer \(i\) normal to the interlayer interface, \(E\) is the applied electric field, \(\sigma\) is the interfacial charge density, \(F_s/h\) is the interfacial energy which can be neglected in the study, \(F_i\) is the uncoupled free energy density of layer \(i\) which can be determined by the Landau expansion coefficient

\[
F_i(P_i) = F_{0,i} + \frac{1}{2}a_iP_i^2 + \frac{1}{4}b_iP_i^4 + \frac{1}{6}c_iP_i^6,
\]

(3.1.2)

The free energy density in Eq. (3.1.1) was derived in detail in our previous
Furthermore, the electrostatic coupling was constructed through the internal depolarization fields such that the total free energy density can be expressed as:

\[
F_\Sigma = \sum_{i=1}^{n} \alpha_i \left( F_{0,i} + \frac{1}{2} a_i P_i^2 + \frac{1}{4} b_i P_i^4 + \frac{1}{6} c_i P_i^6 - E_{\text{ext}} P_i \right) - \frac{1}{2} \sum_{i=1}^{n} \alpha_i E_{D,i} P_i \tag{3.1.3}
\]

where \( E_{\text{ext}} \) is the applied external electric field and \( E_{D,i} \) is the depolarizing field in layer \( i \).

The coupling of polarizations in each layer can be determined by the equation of equilibrium state \( \partial F/\partial P_1 = \partial F/\partial P_2 = 0 \). The corresponding electric field in each layer is governed by the electrostatic boundary conditions \( \nabla \cdot D = \sigma \) and \( \sum_i E_i h_i = V \), where \( D \) is the electric displacement field, \( E_i \) is the corresponding electric field in layer \( i \), and \( V \) is the potential drop between electrodes. \( \sigma \) is introduced in Eq. (3.1.1) to incorporate the effect of interfacial surface charge, which is associated with the oxygen vacancies or trapped electrons. Moreover, since it is possible to have positive (oxygen vacancies) or negative (trapped electrons) charges within interface, the sign of \( \sigma \) should also be taken into consideration. Positive \( \sigma \) is used in our analysis to simplify the discussion without the loss of generality.

Applying small signal approximation, the effective dielectric constant of the heterostructure can be computed using \( \langle \epsilon \rangle \approx \frac{1}{\epsilon_0} \frac{d\langle P \rangle}{dE} \) by the average polarization \( \langle P \rangle = \alpha_1 P_1 + \alpha_2 P_2 \). Therefore, effective capacitance computed by ECM...
model becomes

\[ C_{\text{eff}} = \epsilon_0(\epsilon) \frac{A}{h} = A\epsilon_0 \left[ \frac{1}{\epsilon_0} (h_1 \frac{dP_1}{dE} + h_2 \frac{dP_2}{dE}) \right]. \] (3.1.4)

In summary, we calculate the relative dielectric permittivity by

\[ \epsilon_{\text{eff}} := \begin{cases} \frac{\epsilon_1 \epsilon_2}{\alpha_1 \epsilon_2 + \alpha_2 \epsilon_1} & \text{CIS model} \\ \frac{1}{\epsilon_0} \left( \frac{dP_1}{dE} + \frac{dP_2}{dE} \right) & \text{ECM model} \end{cases} \] (3.1.5)

### 3.1.4 Comparison of CIS and ECM model

![Figure 3.1.2](image)

Figure 3.1.2: \( \epsilon_{\text{eff}} \) as a function of layer fraction of four different bilayer systems using both the CIS and ECM approaches: (a) HfO\(_2\)-Al\(_2\)O\(_3\), (b) BTO-BST, (c) BTO-Al\(_2\)O\(_3\), and (d) BTO-STO.

Fig. 3.1.2 compares the relationship between relative dielectric permittivity and layer fraction of a bilayer system for both the CIS and ECM model. Four
different bilayer systems are represented: DE-DE in Fig. 3.1.2(a), FE-FE in Fig. 3.1.2(b), FE-DE in Fig. 3.1.2(c), and FE-PE in Fig. 3.1.2(d). In Fig. 3.1.2(a), the relative dielectric permittivity of DE-DE bilayer decreases from 22 to 8 with increasing $\alpha_{\text{Al}_2\text{O}_3}$. The calculated values obtained from different models are consistent. In Fig. 3.1.2(b), the relative dielectric permittivity of FE-FE bilayer monotonically increases from one end (BTO only) to the other end (BST only), which was shown in these two models. Because the coupling effect is only considered in ECM model, the discrepancy was observed while $\alpha_{\text{BST}}$ is larger than 40% whereas the electrostatic interaction becomes stronger. We note that the tendency remains the same but maximum discrepancy might shift to different layer fraction while we consider different composition of BST. Fig. 3.1.2(c) indicates the different behaviours computed with proposed models while $\alpha_{\text{Al}_2\text{O}_3} < 0.3$. More specifically, anomalous dielectric response happens at the critical layer fraction $\alpha_{\text{Al}_2\text{O}_3} \approx 0.8\%$ and can only be predicted by ECM model. The same argument is hold while we consider the combination of BTO and STO bilayer, FE-PE materials, in Fig. 3.1.2(d). The electrostatic interaction is only taken into account in ECM model, which the anomaly can be observed. It is realized that depolarizing field generated in each layer significantly affect by the other layer. Here we emphasize that the conventional CIS model can be used as a good approximation on DE-DE and FE-FE system, which the interlayer coupling is relatively weak. However, ECM model is required to incorporate the stronger coupling while FE-DE and FE-PE cases are investigated.
Figure 3.1.3: Free energy profile as the function of polarization in each layer with $\alpha_{STO} = 0.1$. (a) While $\sigma = 0$, the free energy is symmetric such that the equilibrium polarization $P_{FE}^0$ and $P_{PE}^0$ are equally possible to be pointing upwards or downwards in the direction normal to the interface. (b) While $\sigma > 0$, the symmetry is broken such that there exists only one equilibrium state. The crosses indicate the global minimum in each figure.

$\epsilon_{eff}$ of BTO/STO bilayers as a function of the STO layer fraction and the interfacial charge density $\sigma$ using the ECM model. For comparison, the dielectric response from the CIS approach is shown as well.

In Fig. 3.1.3, the free energy profile of BTO-STO (FE-PE) bilayer with $\alpha_{STO} = 0.1$ is computed as the function of polarization in individual layer, i.e. polarization in BTO layer ($P_{FE}$) in x axis and polarization in STO layer ($P_{PE}$) in y axis. While interfacial charge $\sigma = 0$ in Fig. 3.1.3(a), there are two equilibrium states (cross marks in the figure) such that the polarizations are equally likely pointing in either upward ($P_{FE} > 0, P_{PE} > 0$) or downward direction ($P_{FE} < 0, P_{PE} < 0$). This reversible electric polarization is one of the principal characteristics of ferroelectric materials. We note that the magnitude
Figure 3.1.4: Average polarization as the function of layer fraction. While interfacial surface charge density $\sigma = 0$, the phase transition happens from FE state to PE state at critical layer fraction $\alpha \approx 0.142$. When $\sigma \neq 0$, the phase transition disappears because induced polarization never becomes zero. [$\sigma$ unit: C/m$^2$].

Mathematically speaking, the symmetry is broken due to the term associated with $\sigma$ in Eq. (2.2.1). In physics point of view, the introduced positive interfacial charge enhances the polarization in top FE layer ($P_{FE}$ increases) but suppresses the polarization in bottom PE layer ($P_{PE}$ decreases).

Figure 3.1.4 plots the average out-of-plane polarization of freestanding BTO-STO bilayers as a function of STO layer fraction with and without interfacial charges. While $\sigma = 0$, average polarization ($P_{ave}$) decreases with increasing
layer fraction of STO. When critical layer fraction ($\alpha_c$) is reached at $\alpha_{\text{STO}} \approx 0.14$, $P_{\text{ave}}$ vanishes and ferroelectric to paraelectric phase transition occurs. On the other hand, polarization is smeared out in the presence of interfacial charges ($\sigma \neq 0$) and non-zero polarization values can be realized even above the critical STO layer fraction $\alpha_C$ of charge-free bilayers. This is as expected because the misfit polarization is compensated by the interfacial charge, the induced electronic polarization by such charges suppresses the phase transition. The change in polarization as a function of STO layer fraction becomes nearly linear for bilayers with interfacial charges higher than 0.4 C/m$^2$. In addition, the average polarization is more susceptible to changes in $\alpha_{\text{STO}}$ for bilayers with relatively lower density of interfacial charges, e.g. $\sigma=0$-0.2 C/m$^2$ range. The experiment$^{160}$ has shown that electrical properties are sensitive to the presence of interfacial charge and the functionality can be utilized for different application.$^{161}$ The ability of altering the interfacial charge might become one of the approaches to engineering the structural properties in the nearly future.$^{162}$

The relative dielectric permittivity of freestanding BTO-STO bilayers is shown as a function of $\alpha_{\text{STO}}$ in Fig. 3.1.5. The dielectric anomaly vanishes as the interface charge density reaches very high value (0.5 C/m$^2$) accompanied with a broadened dielectric response. Moreover, $\alpha_C$ is also increased in the presence of interfacial charges owing to screening of the depolarizing fields by such charges; therefore the FE state is stabilized at larger STO layer fractions. The $\alpha_C$ is shifted to $\sim 0.45$ when the interfacial charge density is 0.25 C/m$^2$. This
Figure 3.1.5: Relative dielectric permittivity of freestanding bulk BTO-STO bilayers with interfacial charge density $\sigma$ as a function of STO layer fraction. Effective permittivity of the bilayer calculated from Eq. (3.1.5) is shown for comparison.

The shift in $\alpha_C$ and the suppression of dielectric maxima can be traced from the linearized polarization profiles of bilayers with very high interface charge density in Fig. 3.1.4. The effective dielectric constant calculated from ECM model approaches the values obtained from CIS model when interfacial charge density is very high. This is an anticipated outcome because the effective capacitance is considered as the decoupled individual layers connecting in series. The depolarizing fields are screened by interfacial charges, and the dielectric anomaly vanishes, i.e. both layers behave independently and both models give the similar result by Eq. (3.1.5).

3.1.5 Discussion
Figure 3.1.6: The quantity $\alpha_{\text{BTO}}/\epsilon_{\text{BTO}}$, which is associated with the capacitance of ferroelectric BTO layer, is computed as the function of layer fraction taking interfacial charge density into consideration. (a) is obtained from ECM model. (b) is computed using the assumption of fixed bulk dielectric constant in STO.

Direct measurement of capacitance for individual layer within the multilayer configuration requires extra design on experimental equipment, there are only a few experiments trying to address such issue with unavoidable complexity. Practically, it is well known that flat plate capacitance $C$ is proportional to the dielectric constant $\epsilon$ and is related to the geometric structure, or $C = \epsilon A/d \propto \epsilon / d$ where $A$ is the layer surface area and $d$ is the layer thickness. Here the dielectric response of individual layer (i.e. $\epsilon_{\text{BTO}}$ and $\epsilon_{\text{STO}}$) can be computed and entire bilayer system ($\epsilon_{\text{eff}}$) can be approximated by proposed thermodynamic approach. We were convinced that the individual and effective capacitances computed by ECM model, which the interfacial interaction and interfacial charges are taken into account, would be the expected value as
measured from the experiment. With the assistance of conventional capacitor in series formula, effective capacitance of BTO-STO bilayer system obey the relation

\[
\frac{1}{\varepsilon_{\text{eff}}} = \frac{\alpha_{\text{BTO}}}{\varepsilon_{\text{BTO}}} + \frac{\alpha_{\text{STO}}}{\varepsilon_{\text{STO}}}
\] (3.1.1)

In Fig. 3.1.6 the quantity \( \alpha_{\text{BTO}}/\varepsilon_{\text{BTO}} \), associated with the capacitance of ferroelectric BTO layer, is computed as the function of layer fraction. In Fig. 3.1.6(a), the anomaly at critical layer fraction disappears while the interfacial charge is introduced. While the interfacial charge density increases, the behavior becomes more regularly. The inverse of \( C_{\text{BTO}} \) decreases proportionally to increased STO layer thickness with the very large trapping interfacial charge. More importantly, all the computed values are positive. On the other hand, the indirect approach has been used to evaluate the capacitance in ferroelectric layer by the known capacitance of dielectric/paraelectric material and the measured effective capacitance. In Fig. 3.1.6(b), we compute \( \alpha_{\text{BTO}}/\varepsilon_{\text{BTO}} \) through \( \varepsilon_{\text{eff}} \) obtained from ECM model and the fixed \( \varepsilon_{\text{STO}} \) value using Eq. (3.1.1). At certain criteria the computed value becomes negative. Moreover, the range given negative quantity is broadened if the interfacial charge is smaller. We emphasize the incorrect assumption of using fixed value of individual capacitance (i.e. STO in this demonstration) might accidentally give the misleading conclusion that the ferroelectric capacitance is negative.
3.1.6 Conclusion

In summary, anomalous behavior of relative permittivity predicted in the vicinity of the critical layer fraction can be captured by nonlinear thermodynamics model considering electrostatic interfacial coupling effect. Depending on the combination of the layer materials, different types of dielectric responses were obtained by controlling the relative layer fraction. It turns out the conventional capacitors in series model can be used as the approximation of effective dielectric constant only if the interfacial coupling is weak or the misfit polarization is compensated by the sufficient large interfacial charge density. We conclude that misinterpreting the experimental data might accidentally deduce the negative ferroelectric capacitance.
3.2 The Enhancement of Dielectric Response

In this section, collaborative work with the experimental group in Virginia Tech is reported, by using nonlinear thermodynamic model taking into account electrostatic interlayer interaction to investigate the underlying mechanism of interfacial coupling effect. The bilayer architecture is applied in the current theoretical study, but the higher stacking sequence of the layers (multilayer structure) should also be applicable with the same fashion of manner. We report a novel approach for achieving high dielectric response over a wide temperature range. In this approach, multilayer ceramic heterostructures with constituent compositions having strategically tuned Curie points ($T_C$) were designed and integrated with varying electrical connectivity. Interestingly, these multilayer structures exhibited different dielectric behavior in series and parallel configuration due to variations in electrical boundary conditions resulting in the differences in the strength of the electrostatic coupling. The results are explained using nonlinear thermodynamic model taking into account electrostatic interlayer interaction. We believe that present work will have huge significance in design of high performance ceramic capacitors.\textsuperscript{158,163}

3.2.1 Motivation

For ceramic capacitor industry, the high dielectric constant and temperature stability are very important. Depending on the desired properties and working temperature of the device, one should ensure that the materials re-
main in a proper condition without failure. Because of the new development on the high performance electronic materials, the capacitor should have high dielectric constant with thermal stability. Doping engineering has been considered as one of the standard approach to achieve the goal at Curie temperature. Furthermore, the modification on the compositional ratio of the element is also introduced, in order to shift the Curie temperature approach room temperature. Even though lots of efforts have been made, high dielectric constant with high stability in temperature is still hard to achieve. Hence, synthesis of core-shell grain microstructure was performed by Maurya et al.\textsuperscript{123} to obtain the stable dielectric constant in the wider temperature range. Changing the multilayer architecture consisting of different compositions with varying Curie temperature is systematically demonstrated. However, the explanation of the experimental observation was missing. Thereafter, the theoretical evidence supporting the experimental observation is demonstrated by a nonlinear thermodynamic model, where the critical interfacial coupling effect is emphasized and plays a significant role.

3.2.2 Sample Preparation

The 0.975BaTiO\textsubscript{3}−0.025Ba(Cu\textsubscript{1/3}Nb\textsubscript{2/3})O\textsubscript{3} (BTBCN) ceramics were synthesized using conventional mixed oxide processing method. Stoichiometric concentrations of CuO (Alfa Aesar, 99.0%), TiO\textsubscript{2} (Alfa Aesar, 99.5%), Nb\textsubscript{2}O\textsubscript{5} (Alfa Aesar, 99.5 %) and BaCO\textsubscript{3} (Alfa Aesar, 99.8 %) were mixed by ball milling.
for 24h with ZrO2 balls in polyethylene bottle and calcined in the range of 800 – 1000 °C for 2 hours. Calcined powder was again ball milled to achieve homogeneous powder. In order to synthesize Sn-doped 0.975BaTi$_{1-y}$Sn$_y$O$_3$-0.025Ba(Cu$_{1/3}$Nb$_{2/3}$)O$_3$ ceramics ($y = 0.015, 0.025, 0.035, 0.05, 0.06$); stoichiometric concentration of SnO$_2$ (Alfa Aesar, > 99%) was added to the base matrix before first ball milling. These ceramics powders were mixed with the binder system and ball-milled for 24 h to get homogenous slurry. This slurry was tape casted using doctor blade with the blade height of 400 $\mu$m resulting in 50 $\mu$m thickness of the dried green tape. These tapes were cut in desired shape and laminated together with different compositions to achieve the desired thickness. After binder burnout, sintering was performed at 1350 °C for 2h. The total thickness of various multilayer compositions was kept around 2.0 mm irrespective of the number of layers (e.g. bilayer had two layers with each layer having thickness of 1.0 mm). To achieve 2.0 mm thickness of sintered capacitor, almost 70 tapes were stacked together. The variations in the thickness of layers for the different compositions were achieved by controlling the number of green tapes in the stack. The geometry of the parallel and series capacitors were kept similar with the dimension of the 3x3x2 mm$^3$ and therefore similar aspect ratio.

3.2.3 Experimental Results

Figure 3.2.1 shows the dielectric constant as a function of temperature at
various frequencies for pure and Sn-doped derivatives of BaTiO$_3$-Ba(Cu$_{1/3}$Nb$_{2/3}$)O$_3$ (BTBCN). By increasing the doping level of Sn, one can easily observe that the shift of Curie's temperature moves toward room temperature. The bell shape distribution of dielectric constant becomes wider while Sn increases. This should be realized being associated with the charge compensation due to the new created point defects by substituting Ti$^{4+}$ by Cu$^{+2}$, Nb$^{+5}$, and Sn$^{+2}$. Interestingly all the compositions show very small value of loss tangent factor (< 1.6%) over a wide temperature range including phase transitions. The low loss feature of the materials, especially around the Curie temperature is desired in order to have a high performance capacitor. These results suggest BTBCN and its doped derivatives are quite suitable for ceramic capacitor applications.

Next, Maurya et al. utilized these compositions to synthesize multilayer structures for ceramic composite capacitors. The fabricated bilayer, trilayer and multilayer with varying compositions and performed dielectric measurements in parallel and series electrical configurations are shown in schematic representation in Figure 3.2.2.

Figure 3.2.3 shows the temperature dependent dielectric constant and loss tangent at various frequencies for bilayer composites in parallel and series configurations. In series configuration, the Curie point corresponding to constituent compositions was not prominent especially for heavily doped composition. However, on measuring the dielectric response of the composites in parallel configurations (Figure 3.2.3a), the Curie peaks corresponding to both
Figure 3.2.1: The temperature dependence of the dielectric response for various constituent compositions of laminate composites. Temperature dependence of dielectric constant and loss tangent at various frequencies for BTBCN with:

(a,b) Sn = 0.0, (c,d) Sn = 0.025, (e,f) Sn = 0.05, (g,h) Sn = 0.06.

The compositions were quite prominent exhibiting high dielectric permittivity.

The values of loss tangent (< 0.8% for parallel and < 0.15% for series configura-
of Sn-modified 0.975BaTiO$_3$-0.025Ba(Cu$_{1/3}$Nb$_{2/3}$)O$_3$ (BTBCN) have not been determined experimentally. As such, to provide a meaningful explanation of experimental results, we considered Ba$_x$Sr$_{1-x}$TiO$_3$ [BST$_x/(1-x)$] as a model system for the theoretical computations.

The Curie temperature of BST (90/10) is around 90°C, which is close to the $T_C$ of BTBCN. An increase in the Sr concentration in BST results in a reduction of $T_C$, which is similar to the Sn-modified systems.

The theoretical dielectric response of BST as a function of $T_O$ obtained from the standard Landau theory of phase transformations is shown in Fig. 6 as a reference.

The total free energy density for a multilayer ferroelectric can be expressed as:

$$\sum_{\alpha\alpha} \kappa_{\alpha\alpha} \varepsilon_{\alpha\alpha} = -\left(\varepsilon_{++} + \varepsilon_{-+} + \varepsilon_{+-} + \varepsilon_{--}\right) + \sum_{i=1}^{n} \left(\varepsilon_{ii} = \varepsilon_{ii} \right) - E_{ext}^i - E_{D,i}^i$$

where $\alpha_i$ is the volume fraction of layer $i$, $F_0,i$ is the free energy density at paraelectric phase, $P_i$ is the polarization of layer $i$ perpendicular to the electrode surface, $a_i, b_i$ and $c_i$ are the dielectric stiffness coefficients of layer $i$. $E_{ext}^i$ is the applied external electric field and $E_{D,i}^i$ is the depolarizing field in layer $i$.

For short-circuit boundary conditions, the potential drop between electrodes should be zero, or

Figure 3.2.2: Schematic representations of various ceramic composites fabricated in this work. Series and parallel structures of (a,b) bilayer, (c,d) trilayer, (e,f) hexa-layer composites. The schematic representation are not to scale.

Theoretical Modeling

In order to describe the phase transition characteristics and the dielectric properties of the two different configurations of the bilayers and the composites, we synthesized new trilayer composite having additional composition with different Curie temperature. In this configuration, BTBCN with higher Curie temperature was sandwiched between two Sn doped ceramic compositions.

3.2.4 Theoretical Modeling

In order to describe the phase transition characteristics and the dielectric properties of the two different configurations of the bilayers and the composites, we synthesized new...
where \( l_i \) is the thickness of the \( i \)-th layer.

The normal components of electric displacement field \( D \) on adjacent side of the boundary surface are related according to

\[
\sigma_i \cdot \mathbf{n}_i = \epsilon_i \mathbf{n}_i + \epsilon_{i+1} \mathbf{n}_{i+1},
\]

where \( i = 1, 2, \ldots, n-1 \). Here, \( \mathbf{n}_i \) is a unit vector normal to the surface, directed from media \( i \) to media \( i+1 \) and \( \sigma_i \) is the macroscopic surface charge density at a given interface \( 28 \).

For \( n \)-layered case, we can rewrite Eqs. (4) as

\[
\epsilon \sigma_i \cdot \mathbf{n}_i = \epsilon_i \mathbf{n}_i + \epsilon_{i+1} \mathbf{n}_{i+1}.
\]

By introducing a scaling parameter \( \kappa \), the surface charge density can be expressed as:

\[
\sigma \kappa = \epsilon_i \mathbf{n}_i + \epsilon_{i+1} \mathbf{n}_{i+1}.
\]

Thus, \( 0 \leq \kappa \leq 1 \) entering Eq. 2 is a parameter that characterizes the strength of the coupling between layers and is related to charges that may exist in the multilayer composite. This can compensate for the depolarizing fields between layers that are generated due to the polarization mismatch. For \( \kappa = 0 \), individual layers are completely decoupled because the internal fields due to polarization variations are entirely compensated by free charges in the multilayer composite. For this case, the total free energy is simply the sum of the free energies of each layers that can be expressed as Landau expansions in the polarization (first term in Eq. 1) since Eq. 2 is equal to zero. For \( \kappa = 1 \), there are no (localized) compensating charges at the interlayer interfaces resulting in strong depolarizing fields as described by Eq. 2.

In our theoretical analysis, we considered two different configurations of ferroelectric bilayers and then expand this analysis to multilayered ferroelectrics with systematical variations in the composition.

Figure 3.2.3: The phase transition behavior for bilayer laminate composites. The dielectric constant and loss tangent versus temperature plots at various frequencies for bilayer composites in: (a,b) series configuration, (c,d) parallel configuration.

Additionally graded multilayers as a function of temperature (T), we employed a nonlinear thermodynamic model taking into account the electrostatic interaction between layers. We note that experimentally observed dielectric properties of ferroelectric multilayers have usually been described via a simple capacitor-in-series models. This, however, is only an approximation and cannot explain several unique properties of ferroelectric multilayers. Our approach was initially developed for freestanding and heteroepitaxial ferroelectric bilayers and has since been expanded to understand the electrostatic and electromechanical coupling in multilayer and polarization graded ferroelectrics. The relevant thermodynamic, elastic, and electromechanical coefficients of Sn-modified
0.975BaTiO$_3$−0.025Ba(Cu$_{1/3}$Nb$_{2/3}$)O$_3$ (BTBCN) have not been determined experimentally. As such, to provide a meaningful explanation of experimental results, we considered Ba$_x$Sr$_{1-x}$TiO$_3$ [BST x/(1-x)] as a model system for the theoretical computations. The Curie temperature of BST (90/10) is around 90 °C, which is close to the $T_C$ of BTBCN. An increase in the Sr concentration in BST results in a reduction of $T_C$, which is similar to the Sn-modified systems. The theoretical dielectric response of BST as a function of T obtained from the standard Landau theory of phase transformations is shown in Figure 3.2.4 as a reference.

Figure 3.2.4: The phase transition behavior for various BST films having different compositions. The theoretical dielectric response as a function of temperature for monolithic, freestanding BST.

The total free energy density for a multilayer ferroelectric can be expressed
\[ F_{\Sigma} = \sum_{i=1}^{n} \alpha_i \left( F_{0,i} + \frac{1}{2} a_i P_i^2 + \frac{1}{4} b_i P_i^4 + \frac{1}{6} c_i P_i^6 - E_{ext} P_i \right) - \frac{1}{2} \sum_{i=1}^{n} \alpha_i E_{D,i} P_i \]  

(3.2.1)

with

\[ \frac{1}{2} \sum_{i=1}^{n} \alpha_i E_{D,i} P_i = -\frac{\kappa}{2 \epsilon_i} \sum_{i=1}^{n} \alpha_i (1 - \alpha_i) P_i^2 + \frac{\kappa}{\epsilon_0} \sum_{i=1}^{n-1} \left[ \alpha_i P_i \left( \sum_{j=i+1}^{n} \alpha_j P_j \right) \right] \]  

(3.2.2)

where \( \alpha_i \) the volume fraction of layer \( i \), \( F_{0,i} \) is the free energy density at para-electric phase, \( P_i \) is the polarization of layer \( i \) perpendicular to the electrode surface, \( a_i, b_i \) and \( c_i \) are the dielectric stiffness coefficient of layer \( i \). \( E_{ext} \) is the applied external electric field and \( E_{D,i} \) is the depolarizing field in layer \( i \).

For short-circuit boundary conditions, the potential drop between electrodes should be zero, or

\[ \sum_{i=1}^{n} l_i E_{D,i} = 0 \]  

(3.2.3)

where \( l_i \) is the thickness of the \( i \)-th layer. The normal components of electric displacement field \( D \) on adjacent side of the boundary surface are related according to

\[ (D_{i+1} - D_i) \cdot \mathbf{k}_{i+1,i} = \sigma_{i+1,i} \]  

(3.2.4)

where \( i=1,2, \cdots, n-1 \). Here, \( k_{i+1,i} \) is a unit vector normal to the surface, directed from media \( i+1 \) to media \( i \) and \( \sigma_{i+1,i} \) is the macroscopic surface charge density.
at a given interface.28 For $n$-layered case, we can rewrite Eq. 3.2.4 as

$$(P_i - P_{i+1}) + \epsilon_0(E_{D,i} - E_{D,i+1}) = \sigma_{i+1,i}$$

(3.2.5)

By introducing a scaling parameter $\kappa$, the surface charge density can be expressed as:

$$\sigma_{i+1,i} = (1 - \kappa)(P_i - P_{i+1})$$

(3.2.6)

Therefore, $0 \leq \kappa \leq 1$ entering Eq. 3.2.2 is a parameter that characterizes the strength of the coupling between layers and is related to charges that may exist in the multilayer composite. This can compensate for the depolarizing fields between layers that are generated due to the polarization mismatch. For $\kappa = 0$, individual layers are completely decoupled because the internal fields due to polarization variations are entirely compensated by free charges in the multilayer composite. For this case, the total free energy is simply the sum of the free energies of each layers that can be expressed as Landau expansions in the polarization (first term in Eq. 3.2.1) since Eq. 3.2.2 is equal to zero. For $\kappa = 1$, there are no (localized) compensating charges at the interlayer interfaces resulting in strong depolarizing fields as described by Eq. 3.2.2.

By theoretical analysis, two different configurations of ferroelectric bilayers are demonstrated and multilayered ferroelectrics with systematical variations in the composition can then be applied in the same fashion of manner.
Figs. 3.2.5(a) and 3.2.5(b) show schematic representation of the two bilayers that were analyzed. We show schematically that the interlayer interfaces between the ferroelectric layers are parallel and perpendicular to the electrodes in Figs. 3.2.5(a) and 3.2.5(b), respectively. Figure 3.2.5(a) corresponds to the condition where the polarizations in each layer are strongly coupled whereas in Figure 3.2.5(b) the coupling is weak if the easy axis of the polarization in the layers is parallel to the z-direction. As such the bilayer configurations in Figure 3.2.5(a) and 3.2.5(b) can be numerically modeled via the free energy functional given in Eq. 3.2.1 and 3.2.2 with $\kappa \approx 1$ and $\kappa \approx 0$ describing Figures 3.2.5(a) and 3.2.5(b), respectively. Eqs. 3.2.1 and 3.2.2 with $\kappa \approx 1$ have been used to calculate dielectric properties of ferroelectric multilayers with an arrangement of layers as illustrated in Figures. 3.2.5(a) and 3.2.5(c). The justification for the approximation employed to describe the polarization and dielectric response of the configuration shown in Figure 3.2.5(b) (and by extension, Figure 3.2.5(d)) is provided by Chen et al.\textsuperscript{164} wherein the authors show that the “sideways” coupling of polarization in such a ferroelectric layer is insignificant if the layer thicknesses are much larger than the transition length of the polarization from one layer to another (of the order of 1 nm). This is indeed the case for the multilayers analyzed in this study. As such, the polarization in each layer for the geometry in Figure 3.2.5(b) is very weakly coupled with $\kappa \approx 0$ for which the total free energy can be expressed as the summation of the free energies of each layer. Figures 3.2.5(c) and 3.2.5(d) illustrate two different
configurations of compositionally graded ferroelectric multilayer composites. Theoretically, these could be treated as extensions of the bilayer systems in Figures 3.2.5(a) and 3.2.5(b), respectively.

Figure 3.2.5: Schematic representations of the systems analyzed theoretically. (a) and (b) show two different configurations where the interface between the ferroelectric layers are parallel and perpendicular to the electrode, respectively. Configuration (a) corresponds to the condition where the polarizations in each layer are strongly coupled whereas in (b) the polarizations are weakly coupled. Likewise, (c,d) show compositionally graded constructs with the strongly and weakly coupled polarizations, respectively.

The small-signal average dielectric constant is calculated using

$$\langle \varepsilon \rangle \equiv \frac{1}{\varepsilon_0} \frac{d\langle P \rangle}{dE} \quad (3.2.7)$$
where

$$\langle P \rangle = \sum_{i}^{n} \alpha_i P_{i}^{0}$$  \hspace{1cm} (3.2.8)

is the average polarization and $P_{i}^{0}$ follow from the equations of state, $\partial F_{\Sigma}/\partial P_{i} = 0$.

In Figs. 3.2.6(a) and 3.2.6(b), we plot the equilibrium polarizations in the layers that make up the bilayers in Fig. 3.2.6(a) and 3.2.6(b), respectively, as well as the average polarization of the bilayer. We choose an equi-fraction BST (90/10) / BST (75/25) bilayer in our analysis (bulk $T_C = 82^\circ C$ and $26^\circ C$, respectively). We note that properties of ferroelectrics, such as polarization, $T_C$ and dielectric response, are extremely sensitive to the processing/deposition procedures and conditions. While extremely high-quality ceramic multilayers can be produced as shown in this study, it is difficult to compare the properties of interlayer interfaces in such samples to “perfect” heteroepitaxial, ultra-thin heterostructures.  

Considering the mixed ionic and covalent interatomic bonding in perovskite ferroelectrics, their susceptibility to the formation of oxygen vacancies, and the presence of other structural defects such as impurities, dislocations, grain boundaries which have stress fields that generate commensurate polarization variations, the coupling between interlayers becomes extremely complex. Taking into account that the interfaces in bulk ceramic samples are less than perfect ($\kappa \approx 1$–no space charges), we take $\kappa$
= 10^{-4} for configuration of Figure 3.2.6(a), which corresponds to a modest, space charge density (0.05 0.15 C/m²). Due to the coupling, equilibrium polarizations and gradually decrease and vanish around the same temperature (approximately 78°C). We note that Curie temperature of BST (90/10) layer does not vary significantly from monolayer ($T_C \approx 82^\circ C$) to bilayer ($T_C \approx 78^\circ C$) system but $T_C$ of BST (75/25) shifts from 26°C in a monolayer to 78°C in bilayer case. In Figure 3.2.6(a), the average polarization smoothly decreases until the sudden drop at $T_C$ of the bilayer. On the other hand, for the highly decoupled case $\kappa = 10^{-10} \approx 0$ corresponding to Figure 3.2.6(b), $P^0_i$ and $P^0_2$ in bilayer system display similar phase transformation characteristics of bulk BST (90/10) and BST (75/25) with $T_C \approx 82^\circ C$ and 26°C, respectively. The weakly coupled bilayer system behaves as the combination of two independent freestanding single layers as evident from the average polarization in Fig. 3.2.6(b).

The dielectric properties of the two bilayers in Figure 3.2.5(a) and 3.2.5(b) follow from the polarization response shown in Figure 3.2.6(b) and 3.2.6(b). In Figure 3.2.7, we computed the average dielectric response for the freestanding, stress-free, equi-fraction Ba$_{0.9}$Sr$_{0.1}$TiO$_3$/Ba$_{0.75}$Sr$_{0.25}$TiO$_3$ bilayer as a function of temperature to investigate the effect of the interlayer coupling. For $1 \geq \kappa \geq 10^{-3}$, the coupling strength is relatively strong. As such, the bilayer system behaves as if it were a uniform ferroelectric material with a single sharp maximum in the dielectric behavior vs. $T$ corresponding to approximately the average composition of the bilayer.$^{158}$ For $\kappa = 10^{-4}$, the interlayer interface is slightly decoupled
Figure 7. Schematic representations of the systems analyzed theoretically. (a) and (b) show two different configurations where the interface between the ferroelectric layers are parallel and perpendicular to the electrode, respectively. Configuration (a) corresponds to the condition where the polarizations in each layer are strongly coupled whereas in (b) the polarizations are weakly coupled. Likewise, (c, d) show compositionally graded constructs with the strongly and weakly coupled polarizations, respectively.

Figure 8. Effect of coupling on the polarization versus temperature plots for the BST bilayer system. BST (90/10) + BST (75/25) bilayer system with (a) strongly coupled polarization and (b) weakly coupled polarization, corresponding to configurations described in Fig. 2a,b respectively.

and the average dielectric response is smeared out over a temperature range instead of a $\lambda$-type response for $\kappa \approx 1$. For $\kappa \approx 0$, there are two distinguishable peaks in the dielectric response corresponding to bulk BST (90/10) and
BST (75/25). In other words, the layers in such a geometry (having $\kappa \approx 0$) are entirely decoupled and standard relations for capacitors-in-parallel (Parallel) apply. The dielectric response using capacitors-in-series (Series) formula is also shown for comparison. The differences of the approximation using proposed nonlinear thermodynamics model and conventional capacitor formula are significant as expected.\textsuperscript{\footnote{158}} Here, our theoretical model was successfully applied to understand dielectric response behavior of compositionally graded multilayer structures as shown in Figure 3.2.5(c) and 3.2.5(d). The trend of variations, of temperature dependent dielectric response of bilayer, with series and parallel configurations, were found to be similar to the theoretically predicted dielectric response behavior. As discussed previously, in series configurations, the bilayer specimen was found to exhibit only one prominent peak due presence of finite coupling at the interface. However, in case of the parallel configuration, Curie peaks due to both the constituents were prominent suggesting negligible coupling between the constituent layers. Similar behavior was observed for tri-layer and multilayer composites in series and parallel configurations. Here, we experimentally demonstrated that by designing ceramic composite with strategically tuned phase transitions, high dielectric constant can be achieved over a wide temperature range. The presence of coupling, among constituent layers (depending on the magnitude of $\kappa$) of the composite, was found to modulate dielectric responses of the composites. Based on the theoretical results, the bilayer systems with parallel configurations were expected to be characterized
by negligible value of $\kappa$ (which defines the presence of the charges at the interface) and thereby small coupling between the layers. Moreover, the low loss in multilayer architectures could also be attributed to the interlayer interfaces that would trap mobile point defects to minimize the polarization difference and reduce the coupling. We believe this coupling will be significantly stronger in multilayers of monodomain and fully poled single crystals.

![Graph showing dielectric constant vs. temperature](image)

**Figure 3.2.7:** The magnitude of the coupling modulates the temperature dependence of the average dielectric response. The average dielectric constant of a freestanding, stress-free, equi-fraction $\text{Ba}_{0.9}\text{Sr}_{0.1}\text{TiO}_3/\text{Ba}_{0.75}\text{Sr}_{0.25}\text{TiO}_3$ bilayer is computed as a function of temperature. $\kappa = 1$, $10^{-4}$, and $10^{-10}$ represent the strongly coupled, weakly coupled, and decoupled behavior of bilayer system, respectively. The approximations using conventional formulas for capacitor-in-series (Series) and capacitor-in-parallel (Parallel) are shown as well.

### 3.2.5 Conclusion

In this experimental and theoretical collaborative investigation, we successfully fabricated highly dense multilayer ceramic composite structure with
crack-free interface. These composites were fabricated using novel dielectric compositions having strategically tuned Curie temperatures. The dielectric response of these composites was different in series and parallel configurations. The multilayer specimen, with series configurations, demonstrated enhanced dielectric response over a wide temperature range. We further modelled the results to provide fundamental understanding of this behavior. Theoretical calculations indicated that the finite coupling at the interface modulates the dielectric responses in series and parallel configurations. These results further suggest that the high value of dielectric constant over a wide temperature range can be obtained through precise control of the interfacial coupling. The present work is expected to be helpful in designing advanced capacitive components for the future generations of the electronic devices.
Chapter 4

Temperature Dependent Structural, Elastic, and Polar Properties of Ferroelectric Polyvinylidene Fluoride (PVDF) and Trifluoroethylene (TrFE) Copolymers

Here in this chapter, the molecular dynamics, a type of atomistic simulation method, is utilized to describe a ferroelectric system in nm–µm length scale (and always in the time scale of nanoseconds). The physical properties are obtained through statistically sampling the interaction between each particles. Just to recall that the philosophy of MD simulation is very different than the electronic structure calculations and the nonlinear thermodynamic model. For electronic structure calculations, the interactions between electrons are explicitly taken cared of by introducing the electronic charge density. On the other hand, the physical properties, presenting by the order parameters where only the macroscopic phenomena of the system but not the microscopic interaction of the particles can be described, are directly computed in nonlinear thermodynamic model. It is worth to mention that the connection between one scheme to another is the key to construct the multiscale type of modeling. We have chosen PVDF using MD approach to investigate its structural and polar properties by modeling PVDF and its P(VDF-TrFE) microstructure. The polar phase
of PVDF is emphasized since the great interest for data storage as a ferroelectric materials. Furthermore, the phase transition behaviors are reported in second part of the chapter. The temperature-induced and deformation-induced type phase transitions are consistent with the experimental observation. It is shown that the representative recipe of atomistic interaction, or more precisely, the force-field potentials are the most important factors to accurately describe the system in MD simulations.

4.1 Introduction

Poly(vinylidene fluoride), PVDF (-CH$_2$-CF$_2$)$_n$ and its copolymers with trifluoroethylene (TrFE) or tetrafluoroethylene (TFE) stand out among the small number of known ferroelectric polymers due to their remarkable dielectric, piezoelectric and pyroelectric properties.$^{167-169}$ These outstanding electroactive characteristics have been exploited for a wide variety of applications, including biomedical,$^{170}$ energy storage,$^{171}$ sensors and actuators,$^{172}$ and filtration technologies.$^{173, 174}$ Recent reports also emphasize excellent electrocaloric properties of PVDF and its TrFE copolymer, such as relatively high pyroelectric coefficients and low loss, making them attractive candidates for electrothermal energy harvesting where either the polymer by itself or a composite with a ceramic ferroelectric (e.g. BaTiO$_3$ or Pb(Zr,Ti)O$_3$) is used as a working medium.$^{175-178}$ Furthermore, relatively low ferroelectric-paraelectric transition temperature (343–413 K)$^{179}$ and the inherently large elastic, electrostrictive, and flexoelec-
tric responses of poly(VDF-co-TrFE) provide additional degrees of freedom for the development of multifunctional electromechanical and electrothermal devices. Such advanced properties have also triggered efforts in the preparation of well-defined PVDF and its random and block copolymers using controlled radical polymerization methods.\textsuperscript{180–183}

The initial interest in elucidating the mechanisms underpinning the remarkable electroactive properties of this polymer family was sparked by the pioneering work of Kawai\textsuperscript{184} in 1969, who discovered strong piezoelectricity in the uniaxially-drawn and poled films, and that of Bergman \textit{et al.}\textsuperscript{185} in 1971, who reported pyroelectricity in PVDF. However, it was soon realized that on both microscopic and mesoscopic levels, the PVDF structure is quite complex, containing both crystalline and amorphous regions, and exhibiting a variety of phase transitions between different crystalline polymorphs under changing external conditions. Depending on chain conformation and molecular packing, PVDF may have at least four polymorphs: \(\alpha\) (form II),\textsuperscript{186} \(\beta\) (form I),\textsuperscript{186} \(\gamma\) (form III)\textsuperscript{187} and \(\delta\) (form VI).\textsuperscript{188} Both \(\alpha\) and \(\delta\) forms include TGTG\(\prime\) (trans-gauche-trans-gauche) chain conformations, with \(\alpha\) being non-polar and \(\delta\) polar due to different orderings of the monomer dipole moments. The ferroelectric \(\beta\) form consists of a quasihexagonal close-packed arrangement of polymer chains in all-trans (TTTT) conformation, with all the monomer units aligned along a single polar axis. Finally, the polar \(\gamma\) form, which can be considered an intermediate phase between \(\alpha\) and \(\beta\), is composed of T\(3\)GT\(3\)G\(\prime\) chain conformations.
PVDF polymorphs can be produced by a number of different processing techniques,\textsuperscript{167} e.g., the \(\alpha\) phase can be readily synthesized by melt crystallization, while the \(\beta\) phase is normally obtained by the combination of mechanical stretching\textsuperscript{189} and electrical poling\textsuperscript{190} of \(\alpha\)-crystalline PVDF. The \(\gamma\) phase is rather hard to access because it requires relatively high temperatures (\(\sim 450 \text{K}\))\textsuperscript{191} and long term annealing. The \(\delta\) phase (first observed experimentally more than 40 years ago\textsuperscript{190}) can be derived from the \(\alpha\) phase by applying high electric fields (1.7MV/cm)\textsuperscript{188} that induce the rotation of polymer chains about the backbone axis without any conformational changes. Utilization of higher electric fields (\(\sim 5 \text{MV/cm}\)) was reported to induce an \(\alpha\) to \(\beta\) phase transition, accompanied by unfolding of all the gauche bonds into the TTTT chain conformation. Very recent results show that the \(\delta\) phase can be stabilized via applying a short electrical pulse (2.5 MV/cm) to a thin film at the elevated substrate temperature (373 K).\textsuperscript{192} The reported remnant polarization (7 \(\mu\text{C/cm}^2\)) and coercive field (1.15 MV/cm) are comparable to those of \(\beta\)-PVDF and poly(VDF-co-TrFE).

By virtue of its close-packed crystalline arrangement of the all-trans PVDF chains, among all the abovementioned PVDF polymorphs, the \(\beta\) phase should exhibit the highest polarization and commensurately high electroactive properties, such as piezo- and pyroelectricity. Indeed, this structure is regarded as a mainstay theoretical model for "simple" polymer ferroelectricity. However, experimentally grown \(\beta\)-PVDF samples usually require extensive post-processing to become ferroelectric and even after these procedures they still remain far
from being perfectly ordered (~50-60%). Nevertheless, it was shown that the $\beta$ phase poly(VDF-co-TrFE) can be synthesized with a high degree of crystallinity (~90%) by increasing its TrFE content to 20-30%.

During the two decades following the discovery of ferroelectricity in PVDF, a variety of classical interacting-dipole approaches had been used to evaluate the polarization and piezoelectric properties of this polymer family. However, the output of these models was found to be inconsistent due to the lack of mechanisms accounting for redistribution of electronic charges, which could be accomplished only by quantum-mechanics based computational techniques. Nakhmanson et al. have applied density functional theory (DFT) to study the polar properties of $\beta$-PVDF as a function of TrFE and TFE copolymer content, showing a large polarization enhancement within the crystal (as compared to the properties of individual all-trans PVDF chains) when quantum-mechanical effects are fully taken into account. Thereafter, DFT based methodology has been utilized, e.g., by Wang et al., who reported improved stability of the $\beta$ phase in poly(VDF-co-TFE), and (with dispersion corrections) by Bohln et al., who show $\alpha$ and $\beta$ as the most stable phases for pure PVDF and poly(VDF-co-TrFE), respectively. Furthermore, Pei et al. have recently computed the structural and elastic properties for nine different polymorphs of PVDF.

Although a considerable amount of modeling effort was dedicated to elucidating the elastic, polar and piezoelectric properties of PVDF crystals, the
dependence of these properties on both the copolymer content and temperature, i.e. parameters that are most important for potential electrothermal applications, has not been sufficiently addressed. Due to the complexity and partially disordered nature of the PVDF crystal structure, empirical force field (FF) potentials are currently the most efficient tools capable of providing quantitative predictions of the temperature-dependent physicochemical properties of PVDF and its copolymers at the molecular level. The first such field (called MSXX FF) was parameterized from quantum mechanical simulations for the four already existing, as well as for five theoretically predicted PVDF crystal forms by Karasawa and Goddard, who also computed structural, elastic, and dielectric properties for the experimentally observed phases showing that they are in a good agreement with the information available at the time. Later, Carbeck et al. used a quasi-harmonic lattice dynamics approach combined with the Karasawa-Goddard MSXX FF potential to incorporate the effects of electronic polarization and dipole oscillations as a function of temperature. A modified FF potential was developed by Tashiro et al. to accurately reproduce the structural properties, vibrational frequencies, as well as the IR/Raman spectra of PVDF and poly(VDF-co-TrFE). The same group then studied the details of the ferroelectric to paraelectric phase transition in poly(VDF-co-TrFE) as a function of copolymer content, demonstrating that polymers with larger VDF content have higher transition temperatures, which is consistent with experimental findings.
In this investigation, the classical molecular dynamics (MD) simulations utilizing the well-established FF potential of Abe and Tashiro\textsuperscript{206} to evaluate the elastic, polar and pyroelectric properties of $\beta$-PVDF as a function of temperature and TrFE comonomer amount is applied. The aforementioned FF model has already been employed for simulations of the ferroelectric-to-paraelectric phase transitions in PVDF\textsuperscript{205–207}. Here, we report the temperature-dependent lattice parameters, elastic stiffnesses and spontaneous polarization of the $\beta$-poly(VDF-$co$-TrFE) structure, as well as its thermal expansion and pyroelectric coefficients. The obtained structural and elastic properties are in good agreement with previous computational studies\textsuperscript{1,200,201,203}. The computed spontaneous polarization exhibits a similar trend with increasing TrFE content as already predicted with the DFT calculations at 0K\textsuperscript{1}, but its magnitude is underestimated by about 20\%. However, the obtained pyroelectric coefficients of -2.5 to -3.76 ($10^{-3}$ $\mu$C/cm$^2$ K$^{-1}$) are in good agreement with the reported experimental results, which range from -3.1 to -4.0 ($10^{-3}$ $\mu$C/cm$^2$ K$^{-1}$).\textsuperscript{208}

4.2 Methodology

4.2.1 Force Field

A FF potential is usually specified as a set of equations that describe all of the simulated interactions (including many body) between atoms within a crystal. The parameters of the FF employed in this investigation were taken from Abe, Tashiro, and Kobayashi\textsuperscript{209} which contains modifications from the
original paper of Tashiro et al.\textsuperscript{204} providing more accurate estimates for the structural properties of PVDF and poly(VDF-co-TrFE). Utilizing the modified FF, Tashiro and coworkers have obtained the crystal structure and vibrational frequencies of \( \alpha \), \( \beta \), and \( \gamma \) phases in agreement with the X-ray data, and studied the \( \beta \) phase ferroelectric-to-paraelectric phase transitional behavior.\textsuperscript{206,207} They demonstrated that the modified potential can reproduce experimental phase transition temperatures, at least qualitatively accounting for the effects of chain packing and domain wall motion.

The total energy of the system within this FF can be expressed as

\[
E = E_{\text{val}} + E_{\text{nb}}
\]  

(4.2.1)

where \( E_{\text{val}} \) represents all the bonded interactions (valence energy) and \( E_{\text{nb}} \) represents non-bonded interactions. These include

\[
E_{\text{val}} = E_b + E_a + E_t + E_{ab} + E_{bb} + E_{1aa} + E_{2aa}
\]

\[
E_{\text{nb}} = E_{vdWij} + E_Q
\]  

(4.2.2)

where valence energy \( E_{\text{val}} \) consists of \( E_b \) (bond stretch), \( E_a \) (angle bend), \( E_t \) (torsional), \( E_{ab} \) and \( E_{bb} \) (cross terms), \( E_{1aa} \) and \( E_{2aa} \) (angle-angle terms). Non-bonded energy \( E_{\text{nb}} \) consists of \( E_{vdWij} \) (van der Waals) and \( E_Q \) (Coulomb interactions). The 1-2 (bond) and 1-3 (angle) of Coulomb interactions are excluded because these interactions are covered in the valence energy terms. The detailed description of each energy expression can be found in the original work.\textsuperscript{204}
4.2.2 Computational Details

Figure 4.2.1: The crystal structure of \(\beta\)-PVDF and its poly(VDF-co-TrFE) copolymer. \(\beta\)-PVDF chain packing shown in (a) x-y plane, and (b) x-z plane. The \(a\), \(b\), and \(c\) represent lattice constants. Polymer chain structures of (c) \(\beta\)-PVDF and (d) 50-50 randomized poly(VDF-co-TrFE) copolymer. Hydrogen (H) and carbon (C) atoms are represented by small ivory and medium-sized brown spheres, respectively. Fluorine (F) atoms are represented by large blue spheres.

The initial crystal structures for the PVDF and poly(VDF-co-TrFE) copolymer systems were generated using Moltemplate\textsuperscript{210} and are shown in Fig. 4.2.1. The simulation box setup involved aligning the lattice parameters \(a\), \(b\), and \(c\) of the orthorhombic \(\beta\)-PVDF unit cell with Cartesian directions \(x\), \(y\), and \(z\), respectively. In this setup, the \(y\) axis is parallel to the direction of the monomer dipole.
moments in \( \beta \)-PVDF, while the \( z \) axis is parallel to the direction of the polymer chain backbone. Different supercell geometries were tested to evaluate the influence of potential cell size effects on the properties under investigation. The simulation box size of \( 27\text{Å} \times 30\text{Å} \times 52\text{Å} \) (\( \sim 3a \times 6b \times 20c \)), \( i.e. \), a arrangement of polymer chains each containing 20 monomers (720 monomers, 4320 atoms total), was found to be sufficiently large, \( i.e. \), the change of the unit-cell lattice parameters upon further enlargement of the simulation box was below 0.1%.

In all of our simulations, as well as all previous studies,\textsuperscript{180–183,211} it is assumed that PVDF follows a perfect head-to-head monomer arrangement. In reality, PVDF obtained from free radical polymerization contains one in 10 to one in 20 units inverted, head-to-head (HH) units.

Three-dimensional periodic boundary conditions (PBC) were applied in all simulations, while simulations involving cell shape and volume relaxation were conducted at a condition of vanishing shear stresses, \( i.e. \) of preserving the orthorhombic symmetry of the supercell. Fig. 4.2.1(a-b) shows the molecular structure and chain packing of the \( \beta \)-PVDF phase. To accommodate the effect of the steric hindrance between the adjacent fluorine pairs, in our initial models, alternating deflections away from the "planar backbone" symmetry were introduced in consecutive VDF units along each chain.\textsuperscript{186} In Fig. 4.2.1(c-d), we illustrate the process of creating a random and atactic VDF-\textit{co}-TrFE copolymer chain out of the pure PVDF, by substituting hydrogen atoms with fluorine. This procedure was used to prepare the initial configurations of poly(\textit{VDF-\textit{co-TrFE)})
copolymer-crystal structural models out of relaxed $\beta$-PVDF models.

All the energy terms discussed in the previous subsection were encoded in LAMMPS, a classical MD simulation software package that was used to carry out all the calculations described herein. Standard Ewald summation was performed for non-bonded interactions within the cutoff distance of 7.6 Å. The PVDF crystal structure was optimized in a two-step process. On the first step, the system was relaxed to small ionic forces by the conjugate gradient (CG) algorithm in a fixed supercell until the energy change between successive iterations was less than 0.01%. In the second step, the final configuration from the previous step was relaxed further at a temperature below 0.01 K, using the NPT (isothermal-isobaric) ensemble with Parrinello-Rahman method for pressure and temperature control, and Nose-Hoover thermostats until the average of each stress tensor components was below 2 bar.

Nine independent components of the elastic stiffness tensor in the orthorhombic crystal system were evaluated at 0 K by introducing small ($\pm 0.5\%$) distortions to the shape of the simulation cell, and converging the resulting constrained structure back to small ionic forces and energy tolerances. Individual elastic stiffness components $C_{ij}$ could then be computed from the obtained values of stresses $\sigma_i$ and strains $\epsilon_j$ using the tensorial form of Hooke’s law

$$\sigma_i = \sum_j C_{ij} \epsilon_j$$  \hspace{1cm} (4.2.1)
in conventional Voigt notation.\textsuperscript{216}

To simulate the behavior of both the PVDF and poly(VDF-co-TrFE) at elevated temperatures, their structural models were equilibrated for 40,000 steps (20 picoseconds) after reaching the target temperature. At the end of that time interval, their properties were sampled for an NPT (isothermal-isobaric) ensemble.

The linear thermal expansion coefficients under constant applied stresses $\sigma$ and electric field $E$ were obtained as

$$\alpha_i = \frac{1}{x_i} \left( \frac{\partial x_i}{\partial T} \right)_{\sigma,E}$$  \hspace{1cm} (4.2.2)

where $x_i$ are the lattice parameters $a$, $b$, and $c$.\textsuperscript{216}

Young’s modulus along the chain direction $E_c$ was computed by stretching the simulation box along the $z$-axis (by 2.5\%) under fixed-volume condition. $E_c$ is then obtained as the slope of stress-strain dependence

$$E_c = \frac{\sigma_c}{\epsilon_c}$$  \hspace{1cm} (4.2.3)

where $\sigma_c$ and $\epsilon_c$ are the stress and strain along the chain direction, respectively.

The polarization of the polymer crystals was computed by the summation over the dipole moments of all the (VDF or TrFE) monomers within the supercell.
volume $V$

$$P = \frac{1}{V} \sum_j \mu_j = \frac{1}{V} \sum_i \sum_j q_i r_{ij} \quad (4.2.4)$$

where $\mu_j$ is the dipole moment of monomer $j$, with $q_i$ being the electric charge of atom $i$, and $r_{ij}$ its Cartesian coordinate vector.

Pyroelectric coefficients along the polar (y) direction were then calculated under conditions of constant stresses and applied electric fields as

$$p_{y}^{\sigma} = \left( \frac{\partial P_y}{\partial T} \right)_{\sigma,E} \quad (4.2.5)$$

where $P_y$ is the polarization along the y-axis.

### 4.3 Analysis of Results

Prior to investigating the finite-temperature properties of the polymer crystals, we evaluated the self-energies of different PVDF phases at 0 K. Employing the $\beta$ phase as a reference, the energies of the $\delta$ and $\alpha$ phases were found to be lower by 2.42 and 2.34 (kcal/mol per monomer unit), respectively. These values are consistent with the ones in Ref.[204]. Su et al.$^{217}$ have observed a similar trend with DFT calculations, reporting the energies of the $\delta$ and $\alpha$ phases that are lower than that of the $\beta$ phase by 0.62 and 0.59 (kcal/mol per carbon atom), respectively. On the other hand, for the 50/50 poly(VDF-co-TrFE) copolymer, we found the energies of the $\delta$ and $\alpha$ phases to be higher than that of the $\beta$ phase by 1.94 and 1.80 (kcal/mol per monomer unit), respectively. The same
tendency was observed in DFT calculations,\textsuperscript{217} with the energies of the $\delta$ and $\alpha$ phases being higher by 2.42 and 1.86 (kcal/mol per carbon unit). These results indicate that substituting hydrogen atoms with fluorines, and thus replacing VDF with TrFE, makes the $\beta$ phase more energetically favorable, which is also observed experimentally.\textsuperscript{179,194}

Table 4.3.1: Lattice parameters, density(g/cm$^2$), and polarization(µC/cm$^2$) of PVDF and poly(VDF-co-TrFE)

<table>
<thead>
<tr>
<th>TrFE(%)</th>
<th>Method</th>
<th>a(Å)</th>
<th>b(Å)</th>
<th>c(Å)</th>
<th>ρ</th>
<th>$P_b$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Exp</td>
<td>8.58</td>
<td>4.91</td>
<td>2.56</td>
<td>1.97</td>
<td>-</td>
<td>[218]</td>
</tr>
<tr>
<td>0</td>
<td>DFT</td>
<td>8.69</td>
<td>4.85</td>
<td>2.58</td>
<td>1.96</td>
<td>-</td>
<td>[200]</td>
</tr>
<tr>
<td>0</td>
<td>DFT</td>
<td>8.55</td>
<td>4.83</td>
<td>2.58</td>
<td>2.00</td>
<td>18.5</td>
<td>[1,219]</td>
</tr>
<tr>
<td>0</td>
<td>FF</td>
<td>8.39</td>
<td>4.61</td>
<td>2.56</td>
<td>2.15</td>
<td>18.2</td>
<td>[203]</td>
</tr>
<tr>
<td>0</td>
<td>FF</td>
<td>8.79</td>
<td>4.88</td>
<td>2.63</td>
<td>1.89</td>
<td>-</td>
<td>[204]</td>
</tr>
<tr>
<td>0</td>
<td>FF</td>
<td>8.64</td>
<td>4.82</td>
<td>2.64</td>
<td>1.93</td>
<td>14.9</td>
<td>This Work</td>
</tr>
<tr>
<td>10</td>
<td>FF</td>
<td>8.81</td>
<td>4.98</td>
<td>2.64</td>
<td>1.89</td>
<td>13.1</td>
<td>This Work</td>
</tr>
<tr>
<td>20</td>
<td>FF</td>
<td>8.93</td>
<td>5.10</td>
<td>2.65</td>
<td>1.86</td>
<td>11.7</td>
<td>This Work</td>
</tr>
<tr>
<td>30</td>
<td>FF</td>
<td>9.05</td>
<td>5.18</td>
<td>2.66</td>
<td>1.85</td>
<td>10.5</td>
<td>This Work</td>
</tr>
<tr>
<td>40</td>
<td>FF</td>
<td>9.13</td>
<td>5.25</td>
<td>2.66</td>
<td>1.86</td>
<td>9.3</td>
<td>This Work</td>
</tr>
<tr>
<td>50</td>
<td>FF</td>
<td>9.26</td>
<td>5.28</td>
<td>2.67</td>
<td>1.86</td>
<td>8.3</td>
<td>This Work</td>
</tr>
</tbody>
</table>

Table 4.3.1, presents the lattice parameters, density and spontaneous polarization for the $\beta$-PVDF and poly(VDF-co-TrFE) structural models considered in this investigation, at T = 0 K. Similar data from other computations is also included for comparison. Our results show that, with the increasing TrFE amount, the along-the-backbone lattice parameter $c$ remains rather constant, while the polar-direction lattice parameter $b$ and the remaining lattice parameter $a$ expand strongly, by up to 10% and 7%, respectively, in the 50/50 copolymer. This trend is in a general agreement with other DFT-based calculations,\textsuperscript{1} except
for the saturation of the lattice parameter $a$ to a constant value for TrFE amounts of more than 20%. We should, however, point out that the poly(VDF-co-TrFE) structural models previously considered in the DFT investigation\textsuperscript{1} were rather small (a 2 by 2 configuration of chains, each with 4 monomers), and not well randomized in the TrFE units position assignments at higher TrFE concentrations. Thus, they are most probably more tightly packed, by comparison with the better randomized large models utilized in this study.

![Diagram of lattice parameters and density vs temperature](image)

Figure 4.3.1: $\beta$-PVDF and poly(VDF-co-TrFE) copolymer crystals lattice parameters $a$, $b$, and $c$, and density as functions of temperature.

The evolution of the $\beta$-PVDF and poly(VDF-co-TrFE) crystals density and lattice constants with changing temperature is presented in Fig. 4.3.1. As the temperature increases, lattice constants $a$ and $b$ expand, while lattice constant $c$ decreases.
contracts slightly. This behavior can be attributed to highly anisotropic cohesive interactions within the crystals, \textit{i.e.} the strong covalent bonding between monomers along the polymer chain vs. weak non-bonding between individual chains. The density of each polymer crystal gradually decreases with increasing temperature. At room temperature, we obtain values in the range of 1.75-1.85 g/cm$^3$ that are consistent with reported experimental results of 1.68 to 1.97 g/cm$^3$, depending on the crystallinity of the sample.\textsuperscript{211}

![Figure 4.3.2: Room-temperature thermal expansion coefficients of $\beta$-PVDF and poly(VDF-co-TrFE) copolymer crystals as functions of the TrFE content.](image)

The dependence of the room temperature thermal expansion coefficients on the TrFE copolymer content, obtained from the variation of the lattice constants presented in Fig. 4.3.1, is shown in Fig. 4.3.2. The values of the expansion coefficients $\alpha_a$ and $\alpha_b$ are much larger than that of $\alpha_c$. Moreover, $\alpha_c$, which is along the chain direction, is negative and an order magnitude smaller than
the others. Carbeck and Rutledge\textsuperscript{203} reported similar values of the thermal expansion coefficients, including slight contraction along the chain direction with increasing temperature.

Although PVDF-based polymers have been studied for decades, their elastic properties remain elusive. This is due not only to partial crystallinity of PVDF or its structural complexity, but also to a wide variety of morphologically different samples that have been produced over the years utilizing a broad range of synthetic techniques.\textsuperscript{211}

Figure 4.3.3: Elastic stiffness tensor components of the $\beta$-PVDF and poly(VDF-co-TrFE) crystals as functions of TrFE copolymer content.

The components of the elastic stiffness tensor for the $\beta$-PVDF crystal are presented in Table 4.3.2. The results of other known calculations are also provided for comparison and are in general agreement with our findings.\textsuperscript{220} The dependence of the values of the elastic stiffness tensor components of
Table 4.3.2: Elastic stiffness tensor (GPa) of pure PVDF

<table>
<thead>
<tr>
<th>Method</th>
<th>$C_{11}$</th>
<th>$C_{22}$</th>
<th>$C_{33}$</th>
<th>$C_{12}$</th>
<th>$C_{13}$</th>
<th>$C_{23}$</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXP(10 K)</td>
<td>11.9</td>
<td>15.6</td>
<td>121</td>
<td>4.5</td>
<td>4.5</td>
<td>3.0</td>
<td>-</td>
</tr>
<tr>
<td>DFT</td>
<td>19.8</td>
<td>24.5</td>
<td>287</td>
<td>1.2</td>
<td>0.3</td>
<td>1.7</td>
<td>4.3</td>
</tr>
<tr>
<td>FF</td>
<td>23.2</td>
<td>10.6</td>
<td>237</td>
<td>2.2</td>
<td>4.4</td>
<td>6.4</td>
<td>-</td>
</tr>
<tr>
<td>FF</td>
<td>25.5</td>
<td>12.4</td>
<td>283</td>
<td>3.5</td>
<td>5.1</td>
<td>4.0</td>
<td>3.0</td>
</tr>
<tr>
<td>FF</td>
<td>31.0</td>
<td>32.9</td>
<td>293</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2.9</td>
</tr>
<tr>
<td>FF</td>
<td>32.5</td>
<td>21.0</td>
<td>332</td>
<td>4.9</td>
<td>4.1</td>
<td>10.0</td>
<td>7.4</td>
</tr>
</tbody>
</table>

poly(VDF-co-TrFE) on composition are shown in Fig. 4.3.3. As expected, for all TrFE concentrations, the elastic stiffness component along backbone chain direction $C_{33}$ remains about an order of magnitude larger, compared to the other two principal direction components $C_{11}$ and $C_{22}$. The rest of the elastic stiffness components are an order of magnitude smaller, compared to the latter two components. Increasing the TrFE percentage results in a substantial drop in the copolymer stiffness, with the $C_{11}$, $C_{22}$ and $C_{33}$ components declining by up to 50, 30 and 25%, respectively, for the 50/50 system. This can be attributed to the disordering of the polymer crystal structure under the influence of increasing repulsive forces between and/or within the chains.\textsuperscript{179} The experimental value of $C_{33}$ in $\beta$-PVDF film was reported to be 177 GPa using X-ray diffraction under the assumption of homogeneous stress.\textsuperscript{222} This is substantially lower than values of 280–330 GPa reported in this, and other computational studies.\textsuperscript{200, 201, 203, 220, 221} This discrepancy can be explained by the fact that the type of randomness present even in large computational models of $\beta$-PVDF crystals includes only rotational disordering of the polymer chains, which still remain perfectly aligned and connected along the backbone direction. Furthermore,
with the exception of the head-to-head (HH) monomer arrangements, most other types of defects and impurities present in experimentally grown samples\textsuperscript{221} are also usually not considered in such models. Moreover, the elastic properties measured in various PVDF samples that are prepared by different experimental approaches, would also lead to different results.\textsuperscript{223}

![Graph](image)

**Figure 4.3.4:** Young’s modulus $E_c$ along the polymer chain direction as a function of the TrFE copolymer content at 0 K and room temperature.

Fig. 4.3.4 shows the dependence of Young’s modulus $E_c$ in poly(VDF-co-TrFE) system at 0 K and room temperature on the TrFE concentration. Due to thermal expansion, $E_c$ is lower at elevated temperatures. Furthermore, the presence of TrFE monomers significantly decreases the Young’s modulus value. This effect is most pronounced at smaller copolymer compositions, which could be attributed to the initial rotational disordering of the polymer chains.

In terms of polar properties, Fig. 4.3.5 presents the results of our (point-
Figure 4.3.5: Polarization of the $\beta$-PVDF and poly(VDF-co-TrFE) crystals as a function of TrFE copolymer content at 0 K and room temperature (RT). Data from the DFT-based calculations of Ref.[1] (at 0 K) and experimental results of $\beta$-PVDF file from Ref.[2], 75-25% poly(VDF-co-TrFE) polycrystalline film from Ref.[3], 73-27% sample from Ref.[4], and 70-30% poly(VDF-co-TrFE) film from Ref.[5], are also shown for comparison.

charge based model)\textsuperscript{221} calculations of spontaneous polarization at 0 K and room temperature as the function of TrFE concentration. Comparisons to the results of the DFT calculations\textsuperscript{1} (at 0 K), as well as some experimental measurements for a variety of different samples are also included. Here, the FF combined with point-charge based dipole-moment computations reproduce the rate of decrease of the spontaneous polarization with increasing TrFE content, but these values are systematically underestimated vs. DFT values by as much as $\sim$20% for the whole range of TrFE compositions. It is also noteworthy that the results of most experimental measurements assembled in Fig. 4.3.5, which are presumably made for not fully crystalline and defect-free samples,
also appear higher than the polarization values produced by this FF. At the same time, our results suggest that within the approximations of the utilized computational approach, the change in temperature from 0 to 300 K introduces only a marginal, \( \sim 7\% \) decrease in polarization, which is mostly due to the thermal expansion of the simulation box. Therefore, the presented results demonstrate that in order to correctly simulate the polarization in such systems a successful FF parameterization (e.g., such as the one introduced for PVDF in Ref.\[1\]) has to account for the contributions of the electronic degrees of freedom, \( \text{i.e.,} \) the polarization of electron clouds on the monomer under the influence of the internal electric field produced by the dipole moments of monomers around it. However, it may still be possible to obtain reasonable estimates for certain polarization-related properties that depend on polarization derivatives rather than on absolute values.

Table 4.3.3: Pyroelectric coefficient \((10^{-3} \, \mu \text{C/cm}^2 \, \text{K}^{-1})\) at room temperature

<table>
<thead>
<tr>
<th>TrFE(%)</th>
<th>0</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p_y)</td>
<td>-3.76</td>
<td>-2.89</td>
<td>-2.53</td>
<td>-2.97</td>
<td>-2.30</td>
<td>-2.50</td>
</tr>
</tbody>
</table>

As suggested by our further computations, the pyroelectric coefficient of \( \beta \)-PVDF is one of such properties. Table 4.3.3 presents the obtained values for the dependence of the room temperature pyroelectric coefficient on copolymer composition. Our result for \( \beta \)-PVDF compares favorably to the reported value \(-3.26 \, (10^{-3} \, \mu \text{C/cm}^2 \, \text{K}^{-1})\) in another theoretical study\[203\] and \(-2.6 \sim -3.5 \, (10^{-3} \, \mu \text{C/cm}^2\).
K\(^{-1}\)) from the experimental measurements\(^{224,225}\). While we predict smaller pyroelectric coefficients in psoly(VDF-co-TrFE) copolymer crystals, this declining trend is not monotonous, displaying a relatively large pyroelectric response in the 70/30 system.

**4.4 Conclusion**

Finite temperature MD simulations of the structural, elastic, polar and pyroelectric properties of ferroelectric \(\beta\)-PVDF and of poly(VDF-co-TrFE) of various compositions were carried out. A refined FF of Tashiro \textit{et al.}\(^{204,209}\) was utilized in all the calculations. Our study demonstrates that this FF reproduces the structural, pyroelectric and, in the absence of experimental data, some of the elastic characteristics of highly crystalline \(\beta\)-PVDF and copolymers. However, the spontaneous polarization, obtained through point-charge summation over the ionic coordinates produced by the FF, is underestimated by \(\sim 20\%\) for all the copolymer compositions. Therefore, a further modification of this FF, \textit{e.g.}, by augmenting it using a shell model, will be very useful for further modeling of polar, piezoelectric and electrocaloric properties of these materials. Moreover, the inclusion of HH PVDF defects, as well as that of polymer chain ends will lead to further refinement of our models.
4.5 Phase Transition of PVDF and its P(VDF-TrFE) Copolymer

In previous section, we mainly focus our discussion on ferroelectric β phase PVDF and its copolymer poly(VDF-co-TrFE). Encouraged by the well-behaved description of implemented force filed (FF) potential, we extend our study on dynamic behavior and compare our results with the experimental observation. There are four crystalline phases (α, β, γ, and δ) of PVDF at different external conditions. These phases mainly depend on its atomic configuration and packing orientation. Most studies are focus on the pure crystalline of non-polar α phase and of polar β phase. If phase transition occurs, the system is in order at low temperatures and disorder at high temperatures, so called order-disordered phase transition. At the following section, we would like to investigate two different type of phase transitions, one is temperature-induced, and the other is deformation-induced phase transition.

4.5.1 Introduction

It has been experimental observed that the phase transition temperature of P(VDF-TrFE) copolymer increases by increasing the VDF content. They have observed a change in crystal lattice spacing associated with remanent strain and an anomalous specific heat. These characteristic evidence shows the observation of ferroelectric phase transition. Tanaka et al. have reported that "the ferroelectric transition of P(VDF-TrFE) is strictly of the first order, however, it has the second-order character especially in the copolymers with low PVDF
content. The observation of the rotation of dipole is always accompanied by cooperative conformational change of the backbone, which is unique to a polymer chain. This type of statement is well-reflected in our MD simulation of temperature-induced phase transition, which is reported in the following section. By using time domain measurement of electric displacement, the switching feature of ferroelectric PVDF was investigated. They conclude that the cooperative effects in the switching process plays an important role by applying an electric field, where the switching time increases significantly as field or temperature decreases. We would also study this type of phase transition, deformation-induced type with applied electric field, and provide some discussion in the level of atomistic point of view.

4.5.2 Temperature-Induced Phase Transition

In order to better describe the interaction between atoms, the reliability of semi-empirical potential parameters is the key factor to capture the underlying mechanisms. Here again, we list all the bonded and non-bounded energy term and its schematic representations as follows

\[ E_{\text{tot}} = E_{\text{val}} + E_{\text{nb}} \]
\[ = E_b + E_a + E_t + E_{ab} + E_{bb} + E_{1aa} + E_{2aa} \]
\[ + E_{vdWij} + E_Q \]  

(4.5.1)

where valence energy \( E_{\text{val}} \) consists of \( E_b \) (bond stretch), \( E_a \) (angle bend), \( E_t \) (torsional), \( E_{ab} \) and \( E_{bb} \) (cross terms), \( E_{1aa} \) and \( E_{2aa} \) (angle-angle terms). Non-bonded
energy $E_{nb}$ consists of $E_{vdWij}$ (van der Waals) and $E_Q$ (Coulomb interactions). The 1-2 (bond) and 1-3 (angle) of Coulomb interactions are excluded because these interactions are covered in the valence energy terms. The detailed description of each energy expression can be found in the original work.\(^{204}\)

![Diagram of energy terms](image)

Figure 4.5.1: Each individual energy term is written as (i) $E_b$ (bond stretch), (ii) $E_a$ (angle bend), (iii) $E_t$ (torsional), (iv) $E_{ab}$ and (v) $E_{bb}$ (cross terms), (vi) $E_{1aa}$ and (vii) $E_{2aa}$ (angle-angle terms). (viii) Non-bonded energy term $E_{nb}$ consists of $E_{vdWij}$ (van der Waals) and $E_Q$ (Coulomb interactions). The sphere represents the carbon atom.

The tortional energy term ((iv) in Fig. 4.5.1) plays an important role in our PVDF system, and in polymeric chain, since the crystal structure highly depend on the conformational change of the backbone. In our simulation, initially we provide the uniformly distributed $\beta-$ phase PVDF. The temperature rises from theoretical 0 K, 100K, 200K up to 500K. At each desired temperature, we wait
until the system reaches its equilibrium, more specifically dynamical equilibrium, and record the desired physical quantities. More precisely, the properties were sampled for an NPT (isothermal-isobaric) ensemble. The result shows the different phase transition behaviors of copolymer with different TrFE content. Since we are interested in the polarization change with respect to the temperature. The same rigid-bond approximation is applied to calculate the dipole moment, and the corresponding polarization. It is worthy to mention again that even though replacing one hydrogen atom by fluorite decreases the electric dipole moment unit in each monomer, a larger steric hindrance of TrFE unit assists the stability of the ferroelectric polymer chain. More importantly, the P(VDF-co-TrFE) shows the Curie temperature below the melting temperature, which isn’t the case for pure PVDF. In this way, one would be able to study the ferroelectric (FE) to paraelectric (PE) phase transition, before melting happens. The trans-to-gauche conformational change was done with large thermal rotation of the chains, resulting in the extinction of the electric polarization of the whole unit cell in the high-temperature phase.

The ferroelectric $\beta$–phase PVDF is shown in Fig. 4.5.2(a1). In Fig. 4.5.2(b1), the arrow indicated the direction of the electric dipole moment due to the contribution from the electronegative fluorine. It can be easily recognized from Fig. 4.5.3, the corresponding polarization decreases while increasing the TrFE content at same temperature. Below the Curie temperature, polarization of pure PVDF and its P(VDF-co-TrFE) decrease while temperature increases. It
is due to the combination of thermal fluctuation and thermal expansion. We note that the change in volume mainly because of the expansion in $a - b$ plane. The stronger carbon-carbon bond holds the chain rigidly in backbone direction, comparing to the non-bonded interaction between each polymer chain. While temperature keeps increasing, the transition gradually appears on low content VDF structure, but not for the cases with higher content of VDF unit. This observation is consistent with the experimental measurement.\textsuperscript{228}

4.5.3 Deformation-Induced Phase Transition

As we mentioned earlier, the polymorphs of PVDF ($\alpha$ (form II),\textsuperscript{186} $\beta$ (form I),\textsuperscript{186} $\gamma$ (form III)\textsuperscript{187} and $\delta$ (form VI).) is determined by the conformation and molecular packing. The non-polar $\alpha$ and polar $\delta$, both $\alpha$ and $\delta$ forms include TGTG' (trans-gauche-trans-gauche) chain conformations, only differ by the orderings of the monomer dipole moments. PVDF polymorphs can be produced by a number of different processing techniques,\textsuperscript{167} e.g., the $\alpha$ phase can be readily synthesized by melt crystallization, while the $\beta$ phase is normally obtained
Figure 4.5.3: Temperature-induced phase transition of PVDF and its P(VDF-co-TrFE) The first-order and second-order like phase transitions are observed with different composition of polymer units.

by the combination of mechanical stretching\textsuperscript{189} and electrical poling\textsuperscript{190} of \(\alpha\)-crystalline PVDF. Such approach to obtain the film with ferroelectric phase involves the deformation of the materials. It has been shown that the uniaxial plastic deformation induces the macroscopically polarization by turning the spherulitic structure into an array of crystallites. The re-orientation of the molecular is achieved by this external stimuli to increase the aligning order of each dipole moment from individual monomer.

In Fig. 4.5.4, we demonstrate the more realistic representation of (a) \(\alpha\)-phase and (b) \(\beta\)-phase PVDF related copolymer chain. We note that it might have the effect from abnormal linkages to the stability of a polymer chain, for instance,
20% of head-to-head tail-to-tail (HHTT) linkage of polymer chain, the energy of the all-trains (TTTT) conformation is lower by about 5 kcal mol$^{-1}$ than that of TGTG’ (trans-gauche-trans-gauche) chain conformations. Here in our simulations, we ignore this effect for simplicity, especially the consideration of abnormal linkage might have to be included while the force field potential is parameterized.

![Diagram of α-phase and β-phase models of P(VDF-co-TrFE)](image)

Figure 4.5.4: a) α–phase, and (b) β–phase model representation of P(VDF-co-TrFE). The VDF and TrFE monomer are separately indicated. Normal linkage and abnormal linkage are shown, represent head-to-head (HH) and head-to-tail (HT) monomer arrangement, respectively. Hydrogen (H) and carbon (C) atoms are represented by small ivory and medium-sized brown spheres, respectively. Fluorine (F) atoms are represented by large blue spheres.

As one can imagine, the processing condition can change the morphology in a very different way by viewing the phase content of PVDF. When an α–phase sample is subjected to a stretching and a poling process (the most usual way of achieving poles β–PVDF samples ready for application) the stretching is responsible for the main α to β conversion and the poling is responsible for the reorientation of the dipolar moments along the electric field, together with
Figure 4.5.5: (a) $\alpha$, (b) $\beta$−like, and (c) $\beta$ phase of PVDF unit, viewing in the backbond direction. The path of transformation from (a) to (b) is associated with deformation-induced transition only. Arrow indicates the direction of dipole moment within the crystal unit cell.

some minor structural rearrangements. Here in our simulations, we have observed two different type of transformation, namely, (i) $\alpha$ to $\beta$−like (Fig. 4.5.5), and (ii) $\alpha$ to $\delta$ to $\beta$ (Fig. 4.5.6) type deformation and electric-field-induced phase transition. The initial structure is prepared as uniformly crystalized $\alpha$− phase and total energy is minimized before NPT (isothermal-isobaric ensemble) is applied. The sampling at constant pressure and constant temperature is well-reflected the common reaction environment. As the standard procedure of molecular dynamics simulations, the physical quantities were determined by the reasonable recording time period. The inadequate recording time might cause the results being not representative enough for the system at certain circumstances. The thermostatting and barostatting is achieved, where thermostatting is by adding dynamic variables coupled to the particle velocities
and barostatting is by adding dynamic variables coupled to the simulation domain dimensions, as described in the LAMMPS package. The temperature and pressure, obtained through the time-averaged quantities, is recorded and set to the desired value. The Nose-Hoover thermostat, by fixing the average temperature of the system, but allowing for temperature fluctuation with a canonical distribution. We have shown that the simulation box size of $27\text{Å} \times 30\text{Å} \times 52\text{Å}$ ($\sim 3a \times 6b \times 20c$), i.e., a arrangement of polymer chains each containing 20 monomers (720 monomers, 4320 atoms total), was found to be sufficiently large, i.e., the change of the unit-cell lattice parameters upon further enlargement of the simulation box was below 0.1%. The size of simulation box remains the same as before and we proceed to the phase transition study. The simulation from low to high temperature with 100 K increment runs for 100
picoseconds (100K steps). The atomic coordinates are recorded to calculate the dipole moment. Without applying electric field, \( \alpha \) to \( \beta \)-like phase transition occurs but still remain as ferroelectric due to net dipole moment remains zero. However, by applying electric field, we visualize the \( \alpha \) to \( \delta \) to \( \beta \) type transformation. (Fig. 4.5.7)

Moreover, the dynamical behavior can be recorded step-wisely while we perform the MD simulations. The intermediate phase, for this case \( \delta \) phase, can be easily captured and further visualized. In Fig. 4.5.8, we show the number (ratio) of the dihedral angle showing between all of the carbon-carbon bond, indicating the TGTG’ to TTTT type, or \( \alpha \) to \( \beta \) type phase transition.

Lastly, we list few recent experimental papers which talk about phase transformation in a more general perspective, as long as the discussion of processing and application. The main characteristics of the electroactive phases of PVDF and copolymers have been reviewed, the experimental techniques to
Figure 4.5.8: The number of counting from dihedral angle at different simulation time, where ps stands for picoseconds. It is the indication of $\alpha$ to $\beta$ type phase transition.

identify them in a proper way, as well as the different processing strategies to achieve the desired materials characteristics.\textsuperscript{174} The transformation from $\alpha$–crystal to $\beta$–crystal of PVDF membrane that carried out under the conditions of the different stretching temperature, stretching rate and tensile elongation was studied.\textsuperscript{230} The stretched films were tested by FTIR and XRD to analyze quantitatively the transformation from $\alpha$–crystal to $\beta$–crystal. The results indicated that low temperature was conductive to the formation of $\beta$–crystal and the tensile temperature around 100 °C is suitable for the transformation under stretching processing. With the increase of the tensile elongation, the relative crystallinity would also increase and achieve the highest above $\lambda$(stretching
rate in the stress microscope) of 3. The stretching rate has less effect on the transformation from $\alpha$–crystal to $\beta$–crystal.

### 4.6 Conclusion

The molecular dynamics with FF potential was exploited to study the dynamic behavior of poly(VDF-co-TrFE) system, which essentially is the experimentally observed ferroelectric-to-paraelectric and deformation-induced phase transition. The temperature-induced phase transition reveals the behavior of order-disorder type phase transition. On the other hand, deformation-induced phase transition provides the evidence that the external electric field is essential to trigger this type of transformation. Since the implemented MD simulations with force field parameters have shown the capability of reproducing static physics quantities and dynamic physical behavior, this formalism might be applied to the system with higher complexity.
Chapter 5

First-Principles Calculations of Ferroelectric Bismuth Titanate

5.1 Introduction

Ferroelectric Bi$_4$Ti$_3$O$_{12}$ (BiT), belongs to Aurivillius phases, has attracted great interests in recent years. The ferroelectric properties have been realized back in 60s’, but the growing interest starts very recently, especially for the thin film nonvolatile memory device. In order to reach as much of remanent polarization as possible, PbZr$_x$Ti$_{1-x}$O$_3$ (PZT) thin films with various compositions becomes most promising and have been studied intensively. However, the severe disadvantage of PZT is that fatigue appears after cycles. The two characteristics of BiT, which is considered as a promising materials for electronic device, are the large spontaneous polarization P $\sim$ 50 $\mu$C/cm$^2$ at room temperature and the low band gap E$_g$ $\sim$ 3 eV.$^{231}$ However, the direction of the polarization in the pure BiT is not in the same as the epitaxial film growing axis. In order to obtain the switchable polarization along such axis, Roy et. al. has reported the effect from the rare earth element doping on Bi-site$^{232}$ and the epitaxial strain. However, they concluded that large out-of-plane po-
larization wasn’t feasible by epitaxial strain and by doping, $1.34 \mu C/cm^2$ in bismuth lanthanum titanate (BLaT) and $2.95 \mu C/cm^2$ in bismuth Neodymium titanate (BNdT). Shah et. al. has investigated the effect of oxygen vacancy on the ferroelectric fatigue properties of pure and La-doped BiT. They concluded that doping with lanthanum can increase the formation energy of oxygen vacancy, and can therefore prevent the oxygen segregation and diffusion at the domain walls, which is believed to influence the polarization switching and cause fatigue. Very importantly, the fatigue free behavior of the Aurivillius layered structure is likely due to the crystal geometry, where Bi$_2$O$_2$ layer is considered as the insulating layer to compensate the space charge. It has been reported that the acoustic anomalies in Heusler alloys might be driven by the low-energy optical vibration. The optical frequency appears to be lower at unstable phase, comparing to the stable one. The vibrational frequency, therefore the structural stability, is related to the interaction between the acoustic and optical mode. Nowadays, the healthy and environmental concern have been addressed seriously so that lead-free materials attract more attention than ever. SrBi$_2$Ta$_2$O$_9$ (SBT), a two perovskite-like layered structure, is one of the strong candidate replacing the conventional PZT for ferroelectric random access memories (FeRAMs). However, high processing temperature, around $750 ^\circ C$, is required for SBT, which might hinder the development of the silicon device. Therefore, the substituted forms of BiT have a great potential for the electronic application, particularly for multiferroics, non-volatile
ferroelectric memories, low-fatigue lead-free ferroelectric, photoelectronic devices, and photocatalysts.

5.2 Crystal Symmetry

The formula of aurivillius phase can be expressed as $\text{Bi}_2\text{A}_{n-1}\text{B}_n\text{O}_{3n+3}$, where $\text{Bi}_2\text{O}_2$ represents the flourite-like layer, $\text{A}_{n-1}\text{B}_n\text{O}_{3n+1}$ represents the fluorite-like layer, and $n$ represents the number of BO$_6$ octahedra within the perovskite unit [Fig. 5.2.1]. Due to the subtle differences of the complex Aurivillius crystal structure, the low temperature phase of BiT have created lots of confusion between the reported literatures. General speaking, x-ray diffraction, where the technique highly depends on atomic mass, is commonly used to analyze crystal structure. In our BiT system, the signal is more sensitive to the most heaviest bismuth atom. The lack of information from lighter species in weight might give different crystal structure due to the limitation of the experimental apparatus. In order to better describe, for instance the coordinates of the oxygen atom, the neutron diffraction can be considered to analyze the structure in metal oxide, where the technique depends on the nuclear scattering length of the atoms. Oh et al. have synthesized $\text{Bi}_{4-x}\text{La}_x\text{Ti}_3\text{O}_{12}$ ($x = 0, 0.25, 0.5, 0.75$) through standard solid-state reactions and characterized by power x-ray and neutron diffractions. They have reported the materials crystallizes in the orthorhombic space group $B2cb$ (Number 41), where angles between lattice parameters remain 90°. Kim et al. have studied the direct observation of
oxygen stabilization in Bi$_{3.25}$La$_{0.75}$Ti$_3$O$_{12}$, where the analyze is done by the $B2cb$ structure. On the other hand, Rae et al. have suggested a monoclinic $B1a1$ (or $P1c1$ in space group Number 7 as a non-standard form)\textsuperscript{245} as for the low temperature phase of ferroelectric BiT. By using neutron power diffraction and Rietveld analysis based method, the crystal structure of low temperature BiT has been determined as the monoclinic space group of $B1a1$, where lattice parameters $a = 5.44$ Å, $b = 5.41$ Å, $c = 32.81$ Å, and $\beta = 89.99^\circ$\textsuperscript{246}. Later, the crystal structure of Bi$_4$Ti$_3$O$_{12}$ (BiT) at low temperature is monoclinic (space group $B1a1$), which has been confirmed through group-subgroup instability study\textsuperscript{247}.

![Figure 5.2.1: Schematic representation of high temperature phase (I4/mmm) of bismuth titanate. Bismuth, titanium, and oxygen atoms are represented as purple, water blue and red spheres, respectively. TiO$_6$ octahedra is considered for visualizing the corresponding distortion.](image)
5.3 Solid Solutions

As a potential candidate for the functional materials, the various physical properties are strongly desirable by improving the performance or enhance the functionality. Even though it is an ongoing research topic with great challenge, one of the standard approach is to introduce different type of elements into the system. To be more specifically, fatigue is the most common defect of pure BiT materials to be observed, as the number of switching cycles increases. In order to taking care of this situation, A-site of the perovskite-like layers substitution has been investigated extensively in ferroelectric bismuth titanate. The improved fatigue phenomena in the La-substituted BiT attracts great interest after being experimentally observed.\textsuperscript{239,248} Park \textit{et al.} have reported the fatigue-free films on metal electrodes, in a relatively lower deposition temperature $\sim 650 ^\circ C$, and a relatively higher remnant polarization around 20 $\mu C/cm^2$. This idea was initiated from the strontium bismuth tantalate, or SrBi\textsubscript{2}Ta\textsubscript{2}O\textsubscript{9} (SBT), which also belongs to Aurivillius phase. It has been found that the Bi\textsubscript{2}O\textsubscript{2} layer is responsible for overcoming the fatigue problem by compensating the free charge within the layer. However, oxygen vacancy also plays a role to determine the fatigue behavior. Using x-ray photoemission spectroscopy, the defects can be analyzed such that the oxygen vacancies\textsuperscript{249,250} is identified being only near the Bi\textsubscript{2}O\textsubscript{2} layer for SBT, but all through out the sample of BiT. Therefore, both the existence of Bi\textsubscript{2}O\textsubscript{2} layer\textsuperscript{251} and the geometrical configura-
tion of the oxygen vacancies should be both taken into account as a screening factor for finding the new materials as the potential candidate of non-volatile memories device. By varying the composition of La, or other species, might be considered as a nob to fine tuning the desired electrical properties.\textsuperscript{252} For BiT, or \((\text{Bi}_2\text{O}_2)\text{^2}((\text{A}_{n-1}\text{B}_n\text{O}_{3n+1})\text{^2}^-\), the potential A-site substitution could be monovalent, divalent, or trivalent cations, such as Sr, Ca, or Ba.\textsuperscript{253} Moreover, other techniques, such as doping (B-site) and epitaxial strain engineering, could be useful for manipulating the complex oxide, and suggest the suitable configuration yielding desirable polarization\textsuperscript{232} and other properties.

5.4 Modern theory of polarization

In order to determine the polarization of the crystal structure, one needs to have a formalism to compute the electric dipole moment within the periodic boundary condition. The difficult has hindered and the discussion has been raised that whether the polarization should be considered as intrinsic properties in bulk. The breakthrough has been realized once the researchers found that one should work with changes in polarization, but rather the absolute value.\textsuperscript{254} Later on, the modern theory of polarization comes to rescue that one should view the polarization in the crystal structure as a lattice but a vector.\textsuperscript{255,256} For instance, if we consider a one-dimensional periodically repeated system, where having alternating anions and cations in a row. The electric dipole moment (or polarization) can be differ while the unit cell is selected differently. However,
there is a certain pattern showing in the collection values, and the series of polarization are called polarization lattice. If one moves one anion to the right, outside from the unit cell, due to the periodicity of the lattice, one anion from the left of the unit cell will appear to fill into the empty spot. Without making the mark, one could not even observed the difference after the displacement. In other word, there has been no change in the physics. However, the computed polarization with such displacement of the atom will be changed by the integer value. We then call the integer value of the change in polarization as polarization quantum, or $P_q$. Even though the computed absolute value of polarization in a periodic system can be infinite number of possibilities, there is only one value can be observed from the measurement. One have to plot the polarization of the centrosymmetric, where it is considered as a reference phase that no displacement is made in the lattice, and the polarization of the system with displacing atoms as a ferroelectric state. Practically, it is also important to compute the polarization of the intermediate states to estimate the correct spontaneous polarization.

5.4.1 Phase Transition of Bi$_4$Ti$_3$O$_{12}$

As described in previous section, it is well-established that the space group of the high and low temperature phases of Bi$_4$Ti$_3$O$_{12}$ are I4/mmm and B1a1, respectively. In Fig. 5.4.1, we show that the ferroelectric (monoclinic) to paraelectric (tetragonal) phase transition of BiT happens around 675 °C. By
visualizing the change in crystal structure, one can observe that the displacement of the atoms is rather subtle, especially in the easy axis ($c$-axis). The major difference in crystal structure is dominated by the distortion of the TiO$_6$ octahedra, where provides the net electric dipole moment in $a - b$ plane. However, we note that the two end member phases are not directly transform from one to another, neither through experimental observation, nor from theoretical group-subgroup analysis. The intermediate phase should be responsible of linking one phase to another.

Figure 5.4.1: Schematic representation of low temperature (B1a1) and high temperature phase (I4/mmm) of bismuth titanate. Here, 76 atoms model are considered in both phases, in order to demonstrate the displacement of atoms, showing the corresponding change in geometry. The major polarization is attributed from the perovskite-like layer, for the distortion of TiO$_6$ octahedra.

5.4.2 Spontaneous polarization
Here, we implement the idea of modern theory of polarization, which has been introduced in Sec. 5.4. First, we construct the ferroelectric B1a1 phase and the paraelectric I4/mmm phase. The spontaneous polarization can be computed using

\[ P_s = P_f - P_p + nP_Q, \]

where \( P_s \) represents the spontaneous polarization, \( P_f \) represents polarization of ferroelectric phase, \( P_p \) represents polarization of paraelectric phase, \( P_Q \) represents polarization quantum, and \( n \) is an integer. \( P_Q = 2eR/Ω \) is determined by the shortest lattice vector \( R \) along the polarization direction and \( Ω \) is the volume of the cell. Practically, the two end member phases should be fully relaxed with the restriction that the crystal structure remains at the same space.
group. Once the structural relaxation is achieved, the intermediate phases are constructed by displacing the atoms from the paraelectric end phase to the ferroelectric end phase, which is illustrated in Fig. 5.4.2. The connection between each phases should be taken care with caution, since the polarization quantum is in the same order magnitude as the spontaneous polarization (especially along a-asix). The polarization quanta along a-asix and c-asix are deduced as 17.92 $\mu$C/cm$^2$ and 108.12 $\mu$C/cm$^2$, respectively. The order of magnitude is about 5 times larger along c-asix, which can be realized as lattice parameters $c \sim 32.8$ Å is larger than $a \sim 5.4$ Å. The polarization along a-asix is deduced as 53.31 $\mu$C/cm$^2$, where the polarization along c-asix is deduced as 5.69 $\mu$C/cm$^2$.

The majority of polarization is attributed to the in-plane (a–b) component, which was dominated by the large TiO$_6$ structural distortions. For ferroelectric BiT, there are two different type of locations where oxygen vacancy might accumulate, one is within fluorite-like layer, and the other is perovskite-like layer. Through the ground-state energy calculations, we note that the oxygen vacancy formation energies of BiT is most likely to exist within Bi$_2$O$_2$ layer, which has a rather small effect on the polarization, especially it is well-believed that the ferroelectricity is dominated by the perovskite layers. The observation is along the same line as the study on similar aurivillius SrBi$_2$Ta$_2$O$_9$ crystal structure. The atom relaxation is mainly observed and concentrated on the Bi$_2$O$_2$ region, not only polarization but also structural orientation remains unaltered significantly from the perfect crystal. Furthermore, the consideration of
Lanthanum-doped bismuth titanate were studied from the early 60’s for the ferroelectric and optoelectronic devices, 265, 266 00’s for ferroelectric random-access memory (FeRAM), 239 until very recently for wide bandgap optoelectronic and energy applications. 267 The polarization of La-doped Bi$_{4}$Ti$_{3}$O$_{12}$ (Bi$_{4-x}$La$_{x}$Ti$_{3}$O$_{12}$) with $x$ = 0, 0.25, and 0.5 were computed through Berry phase method and the results are listed in Table 5.4.4, which are consistent with experimental results. 268

### 5.5 Electronic Band Structure of BiT

Differ to the interest of ferroelectric properties on BiT materials, the band gap $E_g \sim 3.6$ eV, 245 which is in the visible spectrum region, also open up the opportunity for the application on optoelectronic properties. The dielectric and optical properties of BiT therefore becomes the targeting research topic, in order to achieve wide band gap tunability in such the layered oxide. The experimental and theoretical effort were made simultaneously and hence enrich the potential candidate pool. For instance, optical properties of ferroelectric BiT was reported based on spectroscopic ellipsometry and calculation, where

<table>
<thead>
<tr>
<th>$x$</th>
<th>$P_x$ ($\mu$C/cm$^2$)</th>
<th>$P_z$ ($\mu$C/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>53.31</td>
<td>5.69</td>
</tr>
<tr>
<td>0.25</td>
<td>48.53</td>
<td>5.20</td>
</tr>
<tr>
<td>0.5</td>
<td>43.65</td>
<td>3.57</td>
</tr>
<tr>
<td>0.56</td>
<td>41</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5.4.4: The polarization of Lanthanum-doped BiT, Bi$_{4-x}$La$_{x}$Ti$_{3}$O$_{12}$ where $x$ = 0, 0.25, and 0.5, is computed through modern theory of polarization. The experimental measurement of $x$ = 0.56 is provided as comparison. 268
\( E_g \sim 2.9 \text{ eV} \) Alloying of BiT-LaCoO\(_3\) showed the band gap reduction by \( \sim 1 \text{ eV} \), which were suggested being a promising material for highly efficient opto-electronic devices.\(^{270}\) Iron-doped BiT was reported that BLFT (Fe-doped lanthanum-modified BiT) epitaxial thin-films prepared by RF sputtering for the band-gap narrowing is sensitive to the deposition temperature.\(^{271,272}\)

5.5.1 Computational Details

First-principles calculations were performed using Vienna \textit{Ab initio} Simulation Package (VASP).\(^{273}\) Projector-augmented-wave (PAW) potentials were used for the treatment of the core electrons. Within the general gradient approximation (GGA), the electron exchange correlation interaction were computed using the Perdew–Burke–Ernzerhof (PBE) functional.\(^{19}\) Energy cutoff = 500 eV was adopted in the calculations, and \( \Gamma \) centered \( 6 \times 6 \times 2 \) k-point sampling is utilized in the Monkhorst–Pack scheme.\(^{274}\) The equilibrium geometries were obtained by fully optimizing the atomic position until reaching the desired tolerance 0.01 eV \( \text{Å}^{-1} \). Since the band gap is always underestimated through both LDA and GGA functional,\(^{275}\) the HSE06\(^{276,277}\) functional methods is also considered to overcome the deficiency of the exchange–correlation in DFT scheme. Because of the computational demanding on the hybrid functionals, the k-point sampling is down scaled to \( \Gamma \) centered \( 4 \times 4 \times 2 \) in the Monkhorst–Pack scheme. The electronic band structure calculations and optical properties were reported using GGA and HSE functional.
5.5.2 Results and Discussion

Figure 5.5.1: The band structure of (a), (c) low temperature ($B1a1$), and (b), (d) of high temperature phase ($I4/mmm$) of bismuth titanate. The fermi level is set to 0 eV.

The electronic band structure of low temperature and high temperature phase calculated by GGA and HSE06 functional were shown in Fig. 5.5.1. The computed indirect band gap is 2.16 eV and 1.37 eV, for low temperature and high temperature phase using GGA functional, respectively. On the other hand, the more accurate band gap value is obtained as 3.52 eV at low temperature phase using HSE06 functional. Since the dielectric function plays an important role of connecting the understanding between the microscopic structure of materials and macroscopic physical quantities, the “better” description of band structure calculations becomes the essential factor to predict the optical
Figure 5.5.2: First-principles calculations density of states (DOS), where s, p, d, and total orbital contribution were indicated using red, blue, orange, and black in color, respectively.

related properties. However such properties are associated with the excited states, where the concept is very different to the standard ground state energy first-principle method. The computed band gap therefore highly depends on exchange and correlation term. It is well known that local density functional (LDA) or generalized gradient approximation (GGA) doesn’t provide satisfied band gap value due to the limitation of its functional. HSE06, the hybrid functional with partial Hartree-Fock screening, has been applied in various materials showing the reliable band gap. The drawback of most of the hybrid functional is the demanding computational cost. It might take 10 times longer
or more to compute while every setting remains the same but the applied functionals. This critical decision of accuracy or computational cost sustains to the researchers, depending on their questions in hand.

For low and high temperature phase of BiT, all the conduction band minimum (CBM) are located at Γ point. Within HSE functionals scheme, the valence band maximum (VBM) is located between high symmetry Γ and Z point, and Z point, for low temperature and high temperature phase, respectively. The electronic density of states (DOS) are reported here that indicating the characteristic feature of ferroelectric oxide. The covalent interaction, which originates from the hybridization between titanium 3d and oxygen 2p orbitals, plays an important role of the ferroelectric stability. We note that the chemical stability of oxygen ions in the perovskite-like layer are associated with the fatigue and reduction of leakage current density. Subsequent calculations of optical constants such as dielectric permittivity, refractive index (n), absorption coefficient (α), and conductivity are shown in Figs. 5.5.3 and 5.5.4, respectively. The different optical behavior along in-plane (x-,y-axis) and out-of-plane (z-axis) show the optical anisotropy in BiT, and our calculations are consistent with the experimental measurement. For instance, dielectric permittivity as a functional of photon energy is used to identify the band gap. It is determined by the intersection of x-axis and the extended linear fitting line of the slope where the imaginary part of dielectric permittivity begins to response. Fig. 5.5.3 (a) and (c) indicate the band gap difference is more than 1 eV by PBE and HSE.
functionals at low temperature phase of BiT. The behavior is very similar for high temperature phase of BiT, showing in Fig. 5.5.3 (b) and (d). The refractive index using PBE and HSE at low and high temperature phase are shown in Figs. 5.5.3, where its indices are in the range of 0 to 4 while photon energy is less than 6 eV. Absorption coefficient and conductivity are indicates in Figs. 5.5.4 using PBE and HSE functionals. As what we have addressed above, the behavior are very similar between two functionals as a function of phonon energy. The most noticeable change is the right shift with around 1 eV from PBE to HSE plots. We note that for BiT, the advanced hybrid screening functional, for our case (HSE) is unforbidenly required to obtain the more accurate optical properties, where accurate is referring to experimental measurements. However, if the exact value of band gap or optical property isn’t but the tendency of the behavior is the point of interest, one might consider using the standard PBE functional to obtain the rough picture of its optical responses. From my experience of BiT system, it saves about 10 times computational time.

5.6 Conclusion

The electronic structure of bismuth titanate are performed using first-principles calculations at low and high temperature with standard PBE and hybrid HSE06 functionals. There is an indirect band gap of 2.16 and 3.52 eV using PBE and HSE06, respectively. We also compute the spontaneous polarization by modern theory of polarization, showing the large polarization
Figure 5.5.3: Optical properties of low and high T phase of (a) dielectric permittivity, and (b) refractive index as a function of incident photon energy of BiT are calculated using PBE and HSE functionals. These physical quantities are experimentally used to evaluate the band gap.

Figure 5.5.4: Optical properties of low and high T phase of (a) absorption coefficient, and (b) conductivity as a function of incident photon energy of BiT are calculated using PBE and HSE functionals. These physical quantities are experimentally used to evaluate the band gap.
\( \sim 53.31 \mu C/cm^2 \) is in the direction perpendicular to the film growing z-axis. The magnitude of polarization is one order smaller along z-axis, indicating a large anisotropy. Dielectric function, refractive index, absorption coefficient, and conductivity are also reported. The behavior of optical properties as a function of incident photon energy remains similar, with the right shift about 1 eV by using PBE and HSE06 functionals due to the exchange and correlation energy term. The stability of bismuth titanate, or even other Aurivillius phase, would play the major role for the opto-electric devices. The first-principles approach can further applied to other complex oxides materials, including but not limited to doping and alloying materials, to investigate its microscopic structure and macroscopic behavior at fundamental level.
Chapter 6
Summary and Future Work

Significant advances have been made in the past few decades with accurate experimental measurements being achieved and computational resources becoming more feasible. New techniques have been developed to progress fundamental understanding and powerful computing. In previous chapters specific systems were examined to understand particular phenomena in those confined regions. Now, the works will be summarized and suggestions for further works will be provided. Brief literature reviews will also be discussed to provide the scopes in more general perspectives.

6.1 Summary

In this Thesis, various computational approaches including nonlinear thermodynamics model, classical molecular dynamics simulations, and first-principle calculations were considered to investigate the structural-property relations of organic and inorganic ferroelectric materials in different time and length scales. Landau-based thermodynamics method is used to study the piezoelectric behavior of epitaxial (001) strontium titanate films by considering the electromechanical coupling between the polarization and the in-plane lat-
tice mismatch. The strain engineering approach has been utilized to provide the possible stimuli and to tailor the material to desired behavior for sensor, actuators, and surface acoustic wave applications. Moreover, such method can provide new insight for reducing the cost in communications, radar, and wireless data application prior to design and fabrication.

The classical molecular dynamics simulations were utilized to investigate the properties of crystalline ferroelectric $\beta$ phase poly(vinylidene fluoride), PVDF, and its P(VDF-co-TrFE) copolymer. The structural, elastic, and polar properties were obtained through thermodynamic ensembling. Furthermore, the evolution trajectory was recorded to analyze the intermediate phase where phase transformation occurs. For instance, the computational results of deformation-induced phase transitions of PVDF reveal the existence of an intermediate phase, which might not be so perceptive in an experimental setting. With such evidence, modeling can be useful to provide the systematic study at atomistic level.

Finally, the quantum-mechanical based density functional theory was used to study a complex, ferroelectric layered oxide. The electronic and optical properties of BiT were performed at a more fundamental level, where the electron distribution of the system, with suitable approximation, was taken into account. It showed that the GGA method could provide qualitative description of the optical properties, although such properties could be better evaluated using the HSE method. It is worthwhile to mention that considering the demanding
computational resources of hybrid functionals, GGA should be the pragmatic choice for most DFT calculations since it can always provide qualitative results.

6.2 Suggestions for Future Work

Even though various type of modeling approaches for ferroelectric materials are discussed in this Thesis, a great amount of challenges still go beyond the current effort. The motivation of this work was initialized from the diverse electrical properties of ferroelectric materials for multi-functional devices, such as memories, sensors, actuators, and filters. For such applications, not only switchable ferroelectric polarization is necessary, but also piezoelectric and pyroelectric properties are in the range of interest. The proposed applications greatly rely on the behavior of the ferroelectric domain walls as it becomes extremely important to understand the underlying mechanisms in applied electric field or varied temperature. The motion of domain walls, including its stability and growth, determine its performance and reliability in electronic devices. From the microscopic point of view, the ferroelectric domain behaves very differently than the ferromagnetic domain, in which the direction of magnetization rotates step-wisely between opposite domains. However, the orientation of the polarization changes abruptly from one end to another in ferroelectrics, and the intermediate region are in the order of two lattice constants.

One of the pioneering works of domain wall investigation using first-
principles calculations was reported by Padilla et al. using prototypical BaTiO$_3$ perovskite.\textsuperscript{280} The domain phases are determined by the balance between long-range dipole-dipole interactions in which the ferroelectric state is preferred, and short-range interaction where paraelectric state is favorable. Since then, first-principles calculations have become a standard approach to study ferroelectric materials, including lattice dynamics, phase transformations, dielectric and piezoelectric properties, which considering defects and surface configurations.\textsuperscript{281} Boundaries, defects, interfaces, domains and the mixture of these, play a critical role in the determination of crystal structure and thus materials properties. For example, He and Vanderbilt have reported the interaction of oxygen vacancies and 180° domain walls in tetragonal PbTiO$_3$ (PTO) using DFT.\textsuperscript{282} Compared to bulk PTO, the formation energy with oxygen vacancies are lower in the domain wall, indicating the pinning of domain walls. Furthermore, the presence of acceptor Fe and donor Nb dopants were introduced to investigate the defect ordering and domain wall interactions in PTO.\textsuperscript{283} Chandrasekaran et al. conclude that not only oxygen vacancies, but also lead vacancies, niobium substitutional defects, and lanthanum substitutional defects are more stable at the domain wall. Moreover, the magnetic ordering combined with ferroelectric polarization in multiferroic materials show profound physical properties, which attracts great attention in the community for its potential magnetoelectronic applications.\textsuperscript{284,285} To understand such a length scale (~nanometer) using first-principles approach is scientifically important and useful for fine tailoring
of electronic properties of materials.

In regards to the formerly discussed research problems, the high demand of electronic structure computations is impractical for larger lengths and longer time scales, which are of desire. For the system where experimental measurements are lacking, the input parameters from first-principles calculations are essentially required to construct the model. There are two main approaches to create such a model: the effective Hamiltonian\textsuperscript{286,287} and atomic-level simulations.\textsuperscript{288} The advantage of atomistic modeling over effective Hamiltonian approach is that all interactions are included in detail so that one can trace the effect on individual energy term. In general, the well-designated model should always contain accurate results when compared to available experimental or theoretical values, while taking computational complexity at long time and large length scales into account.

In order to describe changes of electronic structures resulting from interacting atoms, the shell model has been greatly used due to its straightforward representation. The atom of shell model is constructed as two charged and coupled particles linked by a spring. One particle is massive core and the other is massless shell. In a shell model, the electrostatic interactions are taken into account as between the cores and shells from different atoms but not between the core and shell of the same atom. There are several developments along the same line to the ferroelectric oxides. For example, Goddard \textit{et al.} have reported the shell model, where charge transfer is incorporated into the model for study-
ing the phase transitions of BaTiO$_3$. Ponomareva et al. have investigated the ferroelectric systems in zero- and one-dimensional. The same methodology might be extended to other geometry such as a series of nanowires and an array of nanodots, which contain lots of technological potential for electronic applications. Furthermore, for the situation that experimental results have been reported in particular material, the development of similar materials might still be very challenging due to the lack of understanding in fundamental level. Shin et al. have successfully implemented various modeling techniques, including atomistic molecular dynamics and coarse-grained Monte Carlo simulations to demonstrate the nucleation and growth mechanism of PTO domain-wall motion. They have also show the analytical model discussing the experimental rate in PTO and BTO. By combining the first-principles calculations with phase-field simulations, $180^\circ$ ferroelectric domain walls of BTO on different crystallographic planes have been reported, and Bloch and Néel type ising character of polarization have been revealed. The atomistic model has been extended to more complicated alloys, in which there is great interest for actual applications. For instance, both PTO and PbZrO$_3$ (PZO) do not exhibit high piezoelectric properties, but its solid solution (PbZr$_{1-x}$Ti$_x$O$_3$, or PZT) contains an exceptionally high piezoelectric response at the morphotropic phase boundary (MPB). The shell model has been developed to reproduce the phase diagram of PZT as a function of temperature and Ti content. New techniques have been developed and these model have provided the platform
to understand such mechanisms. Ferroelectric phase instabilities, electromechanical coupling, phonon dispersion, dielectric and optical properties, and some interface and surface configurations have been successfully investigated for a better rudimentary understanding. Lastly, but most importantly, one has to carefully validate the model prior to the investigation of more complex systems due to the nature of parameterization of the atomic simulation. Based on the knowledge of the well-studied materials, do we have the ability to design new materials using computational method? Even further, can we really design materials to achieve desired properties in the laboratory?

In the century of modern technology, innovative scientific and engineering solution has been provoked to conduct basic and applied physics research. With the assistance of high performance computational resources and efficient algorithms, the new branch of research has delivered great success complementing traditional theoretical and experimental approaches. While increasing productivity and reducing cost, computational materials science has simultaneously expedited the discovery of searching, predicting, and improving new materials. This idea has been successfully applied on functional, structural, electronic, biological material systems, while challenges still remain.

Ultimately, multi-scale modeling and machine learning type of research will grow faster than ever. In reality, a certain level of approximations are necessary to build models and if the subtle importance of the system has been screened in the first instance, the model will by no mean ”see” the feature.
If the model was based on less empirical input parameters, then a predictive capability should be realized for other conditions. The advent of high performance, efficient algorithms, and even intellectual computing will guide the development of modern materials modeling to a new era.
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