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Abstract

Wave breaking contributes to climate relevant processes, such as the production of sea salt aerosols and the exchange of gas (e.g. CO$_2$, CH$_4$, DMS, water vapor) and heat between the ocean and atmosphere. Quantifying these processes, however, has been hampered by the lack of field data under high wind conditions and the inherent challenges in measuring whitecaps. Here, optical tools were developed to estimate metrics of whitecaps and bubbles associated with wave breaking along the polar front zone of the Atlantic sector of the Southern Ocean. In this study, wind speeds exceeded 15 m s$^{-1}$, significant wave heights routinely surpassed 4 m, fractional whitecap coverage exceeded 5%, and bubble plumes penetrated to over 10 m depth in the water column. With a single channel above-water radiometer mounted on a ship, metrics were developed to quantify wave breaking intensity, duration and decay rate, and fractional whitecap coverage. Radiometric estimates of whitecap coverage followed a cubic dependence with wind speed and captured more of the decaying bubble plume area than methods using high-resolution digital imagery. Optical measurements of the near forward volume scattering function and the critical scattering angle for bubbles (~80°) were used to detect deeply penetrating bubbles ranging from 0.5 to 125 μm radius. When extrapolated to 4 m depth, our estimates suggest that the small bubbles here could be supplying ~36% of the total void fraction and likely contributed to the supersaturation of low solubility gases. Finally, preliminary results from a least-squares inversion technique applied to measurements of the bulk optical volume scattering function suggest that a persistent, small (mode radius~0.2 μm) bubble population with a narrow size distribution contributed between 5% (low wind) and 20% (high wind) to the total backscattering during the experiment. Under high wind conditions, foam
and bubbles serve to enhance the magnitude and alter the spectral distribution of light leaving the surface ocean, which can impact penetration of light to depth and associated heating rates. These optical tools can be used to better quantify air-sea processes related to wave breaking throughout the ocean and the potential impact on global climate.
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1. Introduction

1.1. Background

Breaking waves on the ocean surface are areas of significant importance to air-sea interaction. Whitecaps foster climate relevant physical and chemical processes in the ocean, including the production of sea salt aerosols, mixing processes, and air-sea gas (e.g., CO$_2$, CH$_4$, DMS, etc.) and heat exchange. Efforts to parameterize these processes in climate models incorporate whitecap coverage (e.g., Monahan and Spillane [1984], Liss and Merlivat [1986], Asher et al. [2002], Fairall et al. [2003]). The parameterizations have been developed by coupling coverage estimates from high-resolution digital images and simultaneously collected meteorological and oceanographic measurements (e.g. wind speed, friction velocity, near-surface atmospheric stability, etc.; see Goddijn-Murphy et al. [2011]). More recent approaches to measuring whitecap coverage include the use of both the traditional thresholding technique applied to digital imagery and a spatial separation technique, used to differentiate stage A and B coverage based on the wave field, brightness, texture, and slope [Callaghan and White, 2009; Scanlon and Ward, 2013]. However, these traditional methods can miss a portion of the mature whitecap and bubble plume that is responsible for the production of sea-salt aerosols and can impact heat flux [Monahan et al., 1986; Andreas et al., 1995]. Hence, accurate measurements of whitecap coverage and the associated bubble populations are sought after.

Whitecaps and bubbles also have a pronounced effect on the magnitude and shape of visible light leaving the ocean surface (e.g., Moore et al. [2000], Stramski and Tegowski [2001], Terill et al. [2001], and Zhang et al. [2002]). The magnitude of light reflected from the sea surface can be significantly enhanced due to foam and bubble entrainment from breaking waves on temporal scales of seconds to minutes. Remote sensing of foam shows a spectrally flat response, but as the whitecap matures marked spectral shape changes occur. Bubbles also have a unique optical signature: an air bubble in water has a relative refractive index of 0.75 and so a bubble that is large relative to the wavelength of light will produce
internal reflection within the water medium at approximately 82°, dubbed “the critical scattering angle.” The scattering efficiency for bubbles at this angle is an order of magnitude greater than other oceanic particle types [Zhang et al., 2002]. If air bubbles are present in the water column, enhanced scattering at the critical angle will be observed and can be measured using volume scattering sensors [Zhang et al., 2002; Twardowski et al., 2012]. Consequently, optical and radiometric techniques can be used to measure both foam and bubbles generated by whitecaps.

Ocean color imagery and limited field data suggest that the Southern Ocean has high remote sensing reflectance ($R_{rs}$) relative to other oceans (Figure 1a). Other studies have attributed very high backscattering in the polar front zone of the Southern Ocean to elevated concentrations of unidentified very small particles (e.g., Reynolds et al. [2001]) and of calcite producing coccolithophores (e.g. Balch et al. [2011]). Using optical methods, this thesis will address whether high backscattering in the Southern Ocean may be also be associated with whitecaps and bubble entrainment by breaking waves from the consistent high winds in the region, which elevate the amount of upward radiance from the sea surface (Figure 1b).

Figure 1: The bright Southern Ocean waters showing unusually high (a) normalized water leaving radiance ($nL_{w555}$) measured by MODIS AQUA (b) and mean wind speeds measured by QuikSCAT during March 2008.

1.2. General Objectives
Here, optical and radiometric tools and novel analyses are used to measure whitecaps, bubbles, and other particles during a large range of wind and wave conditions along the polar front zone of the Atlantic sector of the Southern Ocean as a part of the Southern Ocean Gas Exchange Experiment [Ho et al., 2011]. Questions related to whitecap coverage (i.e., stage A and B) and bubble entrainment (i.e. size distribution and concentration) are addressed with the goal of fulfilling three objectives. The first objective is to estimate the size distribution, concentration, and evolution of bubble populations introduced by breaking waves in a high wind environment and to assess their potential contribution to the supersaturation of low solubility gases (Chapter 2). The second objective is to develop novel optical methods to estimate wave breaking statistics, including the fractional coverage, duration, decay rate, and average brightness (e.g., albedo) of whitecaps using above water radiometry from ships (Chapter 3). The third is to assess the spectral nature of whitecaps and their contribution to ocean color (Chapter 4). Finally, to address the hypothesis that at least a portion of the elevated reflectance measured using ocean color sensors in the Southern Ocean is due to bubbles, the relative contribution of backscattering material (e.g., bubbles, coccolithophores and coccoliths, colloids, diatoms, and other phytoplankton species) was estimated and preliminary results from the investigation are presented in the epilogue.

1.3. Approach/strategy

In this thesis, an investigation on the contribution of bubbles and foam to backscattering in the Southern Ocean, specifically during times of strong physical forcing (e.g., high winds) is presented. This investigation was conducted as a part of the Southern Ocean Gas Exchange Experiment (SOGasEx) on the NOAA R.V. Ronald H. Brown in the Atlantic sector of the Southern Ocean (50°S 40°W), March 7, 2008 through April 4, 2008 (Figure 2). The primary objective of SOGasEx was to measure gas transfer at high wind speeds (> 10 m s⁻¹, long fetch) and to identify additional predictors, aside from wind, for estimating gas transfer (Ho et al., 2011). A Lagrangian approach was taken to study biogeochemical processes and two tracer patches of 4800 L of SF₆ and ³He infused seawater, referred to as Patch 1 and Patch 2, were deployed during the experiment (Figure 2; Ho et al., 2011).
Figure 2: South Atlantic sampling region and station locations (18 total) overlayed on the satellite-derived average chlorophyll (mg m\(^{-3}\)) from the MODIS Aqua sensor (nominal 4 km resolution) for the month of March 2008. The white patches in the image indicate areas with no data due to cloud-cover.

In Chapter 2, light scattering measurements, collected at high frequency in the surface water of the Southern Ocean during high wind conditions, are used to identify and estimate the size distribution of bubble populations generated by large-scale wave breaking. The optical approach extends the bubble size distribution toward smaller sizes than are routinely measured using acoustical methods. The hypothesis that the deeply penetrating, very small bubbles (<60 um) make a significant contribution to the total void fraction and the supersaturation of low solubility gases is explored by extrapolating the bubble size distributions measured here to shallower depths and applying the model of Woolf and Thorpe [1991].
The hypothesis that, because of the high backscattering efficiency of foam and bubbles, measurements of upwelling radiance can be used to retrieve whitecap metrics is explored in Chapter 3. If so, above-water radiometry can provide a simple and robust methodology for estimating whitecap coverage, breaking intensity and decay rates. A different sampling approach and viewing geometry is used for the ship-based radiometric method compared to the traditional digital imaging approach for estimating whitecap coverage; therefore, validation exercises are applied to identify the portion of the whitecap feature captured by each measurement technique. Finally, because estimates of gas transfer and sea salt aerosol production are still estimated using parameterizations based on wind speed, the optimal fit of the radiometrically estimated whitecap coverage to the instantaneous wind speed is investigated.

In addition to an enhancement in the magnitude of reflectance, whitecaps also show a marked influence on the spectral shape of reflectance, producing errors in the correction routines used to process ocean color imagery and in the estimation of ocean color derived biogeochemical parameters from space. In Chapter 4, the whitecap correction routine used to process ocean color imagery is evaluated for its effectiveness in the Southern Ocean using optical, radiometric, meteorological and oceanographic measurements collected during the Southern Ocean Gas Exchange Experiment. The mean spectral enhancement in reflectance over a large footprint (~1 km²) due to the presence of whitecaps and the average spectral lambertian equivalent reflectance of individual whitecaps are presented.

Finally, initial analyses on the contribution of individual particle (including bubble) populations to backscattering in the energetic Southern Ocean are presented in the epilogue. With the goal of understanding reflectance under the influence of whitecaps, the contribution by bubbles, very small particles or colloids, coccolithophores and detached coccoliths, and other phytoplankton species to the total backscattering is explored using a least-squares inversion technique applied to surface measurements of the bulk optical volume scattering function. The results of the inversion are validated using field measurements of bubbles, acid labile backscattering, and the size-fractionated phytoplankton assemblage.
Collectively, these investigations begin to explore the hypothesis that optical backscattering and reflectance has variable causes and is driven by both biological and physical processes.
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Abstract

Bubble size distributions ranging from 0.5 to 125 μm radius were measured optically during high winds of 13 m s⁻¹ and large-scale breaking wave as part of the Southern Ocean Gas Exchange Experiment. Very small bubbles with radii less than 60 μm were measured at 6–9 m depth using optical measurements of the near-forward volume scattering function and critical scattering angle for bubbles (λ ≈ 80°). The bubble size distributions generally followed a power law distribution with mean slope values ranging from 3.6 to 4.6. The steeper slopes measured here were consistent with what would be expected near the base of the bubble plume. Bubbles, likely stabilized with organic coatings, were present for time periods on the order of 10–100 s at depths of 6–9 m. Here, relatively young seas, with an inverse wave age of approximately 0.88 and shorter characteristic wave scales, produced lower bubble concentrations, shallower bubble penetration depths, and steep bubble size distribution slopes. Conversely, older seas, with an inverse wave age of 0.70 and longer characteristic wave scales, produced relatively higher bubble concentrations penetrating to 15 m depth, larger bubble sizes, and shallower bubble size distribution slopes. When extrapolated to 4 m depth using a previously published bubble size distribution, our estimates suggest that the deeply penetrating small bubbles measured in the Southern Ocean supplied ~36% of the total void fraction and likely contributed to the transfer and supersaturation of low-solubility gases.

1. Introduction

Bubble populations are recurrently introduced into the surface ocean by wind-generated, large-scale breaking waves. During high wind regimes, the transfer of lower-solubility gases (i.e., N₂ and O₂) is thought to become largely a bubble-mediated process (Broecker and Siems, 1984; Woolf and Thorpe, 1997; Vagle et al., 2010). Small, deeply penetrating bubbles dissolve even when the gas is saturated with respect to the atmosphere due to hydrostatic pressure and surface tension effects. As depth increases, the supersaturating effect of bubbles increases and the range of bubble sizes contributing to the gas flux narrows and shifts toward smaller sizes (Woolf, 1997; Vagle et al., 2010). The smallest bubbles collapse completely contributing 1–2 times more to the gas flux than the large bubbles that transfer only a fraction of their volume before rising out of the water column (Hamme and Emerson, 2006). To date, bubble measurements, particularly in the smallest size ranges, are incomplete largely due to technological limitations (Woolf et al., 2007).

Optical and acoustical techniques have been utilized for measuring oceanic bubble size distributions. Acoustical methods have been developed to sample the entire bubble cloud at high temporal and spatial resolution. The most commonly employed technique uses measurements of acoustical attenuation at multiple frequencies corresponding to the resonant frequencies of the bubbles present (Medwin, 1970; Medwin and Bretz, 1989; Farmer et al., 1998; Vagle and Farmer, 1998). Generally, resonant peaks over a frequency range of 5–400 kHz are used to capture bubble sizes from 20 to 500 μm in radius.

Past studies have used optical methods to resolve bubbles with radii as small as 10 μm (Su et al., 1987; O’Herrn et al., 1988), but such methods sample only small volumes of water (generally mm³ to cm³) and cannot easily resolve the spatial and temporal variability inherent to bubble plumes. One of the most frequently cited bubble data sets was acquired using a photographic method (Johnson and Cooke, 1979). More recently, Deane and Stokes (2002) used a video microscope to capture images of bubble plumes at time
periods on the order of milliseconds, but only bubbles larger than ~80 μm in radius were measured. Consequently, the shape of the bubble size distribution in the small size classes is still in question.

Here, new technology based on light scattering properties is used to identify bubbles in the water column and to estimate bubble size distributions during large-scale wave breaking (section 3.1). An air bubble in water has a relative refractive index of 0.75 and so bubbles produce a unique pattern of scattering. A bubble that is large relative to the wavelength of light will produce internal reflection within the water medium at approximately 82°, dubbed "the critical scattering angle." The scattering efficiency for bubbles at this angle is an order of magnitude greater than other oceanic particle types [Zhang et al., 2002]. No other natural mechanism is known to augment scattering at this angle in oceanic waters. If air bubbles are present in the water column, enhanced scattering at the critical angle will be observed and can be measured using volume scattering sensors [Zhang et al., 2002; Twanowski et al., 2012]. In addition, optical methods based on laser diffraction are used to estimate the size distribution of oceanic particles, including bubbles [Agrawal and Pottsmith, 2000].

Bubble size distributions from 0.5 to 125 μm radius, measured optically at 6–9 m depths, are presented here. These bubbles were measured in open ocean conditions during the Southern Ocean Gas Exchange Experiment (SO GasEx) [Ho et al., 2011]. A portion of the bubble size distribution extends toward smaller size classes than previously measured, however, where the size distribution overlaps with those previously reported, the shape and slope were compared for consistency (section 3.2). The evolution of each bubble event was traced through time using the high-frequency (1 Hz) measurements of bubble number concentration and size distribution slope (section 3.3).

Bubble size distributions and bubble plume characteristics are a direct result of the wind and wave conditions. Therefore, the bubble observations measured here were coupled with wind and wave statistics to aid in the interpretation of the bubble size distribution, slope and number concentration, bubble plume penetration depth, and void fraction (section 3.4). In order to assess the significance of small bubbles (<30 μm) to the total void fraction, an extrapolation of the bubble size distribution to 4 m was conducted (section 3.5). Finally, the potential bubble-mediated air-sea transfer of low-solubility gases (i.e., O2) was considered within the context of dissolved gas measurements presented by Moore et al. [2011] and by extension of the Woolf and Thorpe [1991] wind-based oxygen supersaturation model to the smaller bubble sizes measured here (section 3.6).

2. Methodology

This investigation was conducted on the NOAA ship R.V. Ronald H. Brown in the Atlantic sector of the Southern Ocean (50°S, 40°W), 7 March to 4 April 2008. The primary objective of SO GasEx was to measure gas transfer at high wind speeds (>10 m s⁻¹) and to identify predictors, in addition to wind, for estimating gas transfer [Ho et al., 2011]. A Lagrangian approach was taken to study relevant chemical and biological processes. Two tracer patches were deployed lasting 6 and 15 days in duration, respectively. This study focuses on five total stations, including two stations sampled during high wind conditions and two control stations (sampled during low wind conditions) within Patch 2 and a single station sampled during high wind conditions 300 km north of South Georgia Island.

2.1. Optical Measurements

An optical package was deployed close to noon daily in the center of the patch area. Sensors on the package included a MASCOT volume scattering meter (WET Labs) and a LISST-100X diffractometer particle size analyzer (Sequoia Scientific, Inc.), positioned 15 cm apart. The optical package was suspended approximately 3 m from the starboard side of the ship using a winch. Measurements were collected as a 30 min time series. As a result of the strong wind and wave conditions, the package was deployed at deeper (~5 m) depths and oscillated vertically between 6 and 9 m. The close proximity of the package to the ship during deployment was not ideal and some contamination could have resulted. However, the location of the winch relative to the ship's thrusters (12–26 m distance) and the position of the ship while on-station, with the bow heading into the wind, helped to minimize these effects.

Bubble populations were determined using both the MASCOT measurements of the wide-angle volume scattering function and the LISST measurements of the particle size distribution. The presence of bubbles was identified based on enhancements in the volume scattering function at the critical angle. The
measurement of particle size distribution, determined from the near-forward diffraction of light, distinguished particles primarily on size and not composition. Hence, the measured concentration of particles included all suspended particles, as well as bubbles. During high wind and wave events, simultaneous enhancements occurring in both the VSF at the critical angle and in the particle concentration measured using the LISST were indicative of bubbles (see below).

2.1.1. Measurements of Critical Angle Scattering
Bubbles were detected from enhancements in critical angle scattering, determined from measurements of the volume scattering function (VSF). The VSF, \( \beta(\theta) \), describes the angular distribution of scattered light

\[
\beta(\theta) = \frac{dI(\theta)}{d\Omega} \quad (\text{m}^{-1} \text{sr}^{-1})
\]

where \( I \) is the scattered intensity in the direction \( \theta \) by the volume \( dV \), with incident irradiance \( E \). The VSF between 10° and 170° (in 10° increments) was measured at high frequency (20 Hz) using a MultiAngle Scattering Optical Tool (MASTCOT, WET Labs). Details of the MASTCOT design, calibration, and data processing are described in Sullivan and Twardowski (2009) and Twardowski et al. (2012).

The shape of the VSF augmentation at the critical angle, relative to that measured during low wind conditions, is indicative of the concentration of the bubbles present. Critical angle scattering observations containing bubbles were identified by comparing the distribution of the high wind observations to a single control, calculated as the mean of the measurements collected during low wind speeds and no wave breaking. The critical angle scattering data from each station were normalized by the sum of the data record to facilitate the direct comparison of distribution shapes. The appropriate statistical distribution was applied to the data using the Kolmogorov-Smirnov test (\( x = 0.05 \)) as the metric for determining the optimal fit. Statistical measures were calculated accordingly. Measurements of bubbles were identified as the portion of the probability density function of critical angle scattering measurements collected during high winds not intersecting with the distribution of the control.

2.1.2. Measurement of Bubble Size Distributions
Measurements of the particle size distribution (PSD), the size and number of all particles 0.5–125 μm in radius, including bubbles, were determined using the LISST-100X Type B (Laser In Situ Scattering and Transmissometry, Sequoya Scientific, Inc.). The LISST measures laser diffraction, specifically the near-forward volume scattering function (0.07°–15° in water), at 32 logarithmically spaced silicon ring detectors. The volumetric particle concentration is nominally determined using the scattering intensity across the 32 detectors and an inverse transform based on Mie theory. The term “particle” here includes organic, inorganic, and air-filled (bubble) particles. The term “particulate” refers to all solid particles (i.e., inorganic and organic particles) and excludes bubbles. LISST data were processed following Agrawal and Pottsmith (2000) and Andreadis et al. (2011). Issues exist with the matrix inversion of the LISST raw scattering data, particularly at the large angles, which correspond to the smallest particle sizes. A “rising tail” in the particle size distribution can result when high concentrations of submicron particles are present. The raw scattering measurements were filtered using a three-point running average to smooth small irregularities caused by the presence of nonspherical particles (Agrawal and Traykovski, 2001). The particle number distribution was calculated from the volumetric distribution assuming spherical particles in the assemblage and normalizing by the width of each logarithmically spaced size bin.

During times of enhanced critical angle scattering, bubble size distributions were obtained from the LISST by removing the background particle size distribution from the total particle distribution. A power law approximation was fit to the bubble size distribution data, such that:

\[
n(a) = \alpha \left( \frac{a}{a_0} \right)^{-\zeta}
\]

[Buonasissi and Dierssen, 2010]. The equivalent spherical particle radius, \( a \), is a non-dimensional ratio of the actual particle size to \( a_0 \), where \( a_0 \) equals 1 μm. The dimensionless \( \zeta \) is the exponent also referred to as the bubble size distribution slope. The concentration factor, \( N_{a_0} \), is the bubble differential number concentration at \( a_0 \) (number of bubbles per cubic meter per micron radius increment). The model was fit using the least squares estimator of the log-transformed variables. Bubble concentrations below 1000 m⁻³ μm⁻³ radius.
were considered statistically undersampled and were excluded from the slope calculations. The bubble size distributions have been presented with units of number m⁻³ μm⁻¹ radius. The void fraction (V), the volumetric fraction of air in water, was determined following:

\[ V = \frac{\rho - \rho_{\text{water}}}{\rho_{\text{water}}} \]

where \( \rho \) is the volume sampled, \( a \) is radius, and \( n(a) \) is the number density of the measured size distribution. Void fractions were calculated from the measured bubble size distributions.

### 2.2. Measurements of the Upper Ocean Dynamics

Neutral wind speeds at the reference height of 10 m (\( U_{10} \)), were measured using an air-sea flux package deployed on the jack-staff of the ship (Edson et al., 2011). The wave frequency spectrum from 0.03 to 1.2 Hz was determined by combining measurements from a Wave Monitoring System (WAMSys II), a laser altimeter (Riegli LD-90), and a Shipborne Wave Height Meter (Tsunami Seiki Co., LTD) (Cifuentes-Lorenzen et al., 2013). Wavefield statistics, including the significant wave height of the dominant waves (\( H_d \)) and the phase speed at the spectral peak (\( c_s \)) were determined from the measured wave frequency spectrum. Variables describing the state of the wind-wavefield, including inverse wave age or wind forcing (\( U_{10}/c_s \)) were also derived from the measured wave number and frequency spectra. For open ocean conditions, high inverse wave age values (i.e., \( U_{10}/c_s > 0.82 \)) are considered young or developing seas, while low values (i.e., \( U_{10}/c_s < 0.82 \)) are considered old or decaying seas. The threshold, \( U_{10}/c_s = 0.82 \), is considered mature or fully developed.

Measurements of whitecap coverage were determined using high-resolution digital images. Bubble clouds were identified in measurements of acoustic backscatter (120 kHz) over 15 m of the water column. The Acoustic Doppler Current Profiler (ADCP) collected data at high sampling frequency (2 Hz) in 75 bins, each measuring 25 cm. The portion of the signal attributable to bubbles, referred to as the acoustic backscatter anomaly, was determined by the removal of the mean signal of backscatter known to be bubble free. The ADCP was deployed on a drifting, autonomous MAPCO2 Buoy. Bubble measurements collected acoustically and optically were coincident in time, however, they were not collocated. Here, open ocean conditions with an unlimited fetch and relatively constant wind direction supported the assumption of spatial homogeneity in the physical conditions within a mesoscale range.

Bubble penetration depths, obtained from measurements of acoustic backscatter anomaly, and the associated wind and wave conditions were compared to those reported by Thorpe [1992] for consistency. Thorpe [1992] presented the scaling of bubble plume penetration depth (\( d_p \)) to the dominant wavelength at the spectral peak (\( \lambda_d \)). Thorpe [1992] considered the values of \( d_p/\lambda_d \) in the context of the forcing using inverse wave age, where, for \( U_{10}/c_s \) of 0.6 to 2, \( d_p/\lambda_d \) ranges from 0.04 to 0.2. This approach was based on the spectral peak of the wavefield. For older seas (\( U_{10}/c_s < 0.82 \)), breaking in the spectral peak is minimized and displaced toward higher frequencies, within shorter, steeper waves (Tenaglia et al., 1996; Babanin et al., 2007; Gemmrich et al., 2008; Banner and Morrison, 2010). Consequently, the characteristic wave scale was used in order to delineate the wind-wave region of the spectra. This scale was used in the dispersion relation for deep water waves to retrieve the mean characteristic wavelength, \( \lambda_d \) [Cifuentes-Lorenzen, 2013]. These values were compared to the \( d_p/\lambda_d \) of 0.04-0.2 (for \( 0.6 \leq U_{10}/c_s \leq 2 \)) reported by Thorpe [1992]. Ultimately, the wind and wave statistics used here could be used in future studies to estimate bubble penetration depths.

### 2.3. Extrapolation of the Bubble Size Distribution to a Shallower Depth

Bubble size distributions near the base of the bubble plumes (\( \geq 5 \) m) were measured as a part of this study. Bubble number concentration, for each radius increment, decays exponentially with depth (Thorpe, 1982; Woolf, 1997) and the void fractions measured at 6–9 m are very small (generally \( \leq 10^{-4} \)). The bubble size distributions measured here were extrapolated to shallower depths to assess the potential contribution of the small bubbles (\( a < 60 \) μm) to the void fraction and gas transfer processes. The SO GasEx bubble size distributions were extrapolated to 1 m using the observations of Terrill et al. [2001]. The Terrill et al. [2001] measurements were collected under wind and wave conditions (\( U_{10} = 15 \) m s⁻¹, \( H_d = 3.2 \) m) comparable to this study at a location in the North Pacific near Point Conception, CA. The depth and radius-dependent size distribution \( n_a(z, d) \) is defined as:

---

**Note:** The provided text is a excerpt from a scientific paper discussing the measurement and analysis of bubble size distributions and their implications in ocean dynamics. The paper includes mathematical formulations and references to previous studies. The natural language representation was created to accurately reflect the content and style of the original document.
In equation (4), \( n(d) \) is the radius-dependent power law distribution (equation (2)) and \( g(z) \) is the exponential decay behavior of the bubble size distribution with depth defined by Wood [1997] as:

\[
g(z) = e^{-z/L}
\]

Here, \( z \) and \( L \) are the depth and attenuation depth (in meters), respectively. The attenuation depth \( L \) is the decay rate of the bubble concentration with depth. The functional behavior of the bubble size distribution with depth is determined using:

\[
N(a, z) = B a^{-4} e^{-z/L}
\]

where \( B \) is a coefficient of proportionality. Assuming a constant size distribution slope, \( C \), a solution for \( B \) was determined from:

\[
N_i = B_i a^{-4} e^{-z/L}
\]

where \( I = 1 \) is the SO GasEx bubble size distribution and \( i = 2 \) is the Terrill et al. [2001] bubble size distribution. The value for \( L \) was selected so that continuity between the Terrill et al. [2001] data and the SO GasEx extrapolated bubble size distribution was achieved. A length of approximately 1 m is typical (Thorpe, 1986; Wood and Thorpe, 1991; Wood, 1997). The bubble size distributions measured here were not extrapolated above \( 1/2H_b \), where extrapolations are likely no longer valid [Budy, 1986].

3. Results

Measurements were conducted from yearday 69 to 92, at stations north of South Georgia Island in a region characterized by moderate phytoplankton biomass and high wind conditions. The majority of stations were sampled on the eastern edge of a high chlorophyll (0.4-1 mg m\(^{-2}\)) patch at latitude 51° S, as shown in the satellite-derived average chlorophyll imagery for March 2008 (Figure 1). From yearday 75 to 77, stations were sampled 300 km further south at latitude 54° S in waters surrounding South Georgia Island. Wind speed throughout the experiment varied from \( < 1 \) to \( 20 \) m s\(^{-1}\) [Edson et al., 2011]. This study focuses on bubble measurements made during periods of high wind speeds \( (U_{10} \approx 13 \) m s\(^{-1}\) ) recorded on yeardays 76, 80, and 84. Two stations measured during low wind conditions \( (U_{10} = 3-5 \) m s\(^{-1}\) ) on yeardays 61 and 86 were used as control stations (Figure 2).

3.1. Optical Measurements of Bubbles

During the days with high wind speeds of approximately \( U_{10} \approx 13 \) m s\(^{-1}\) (yeardays 76, 80, and 84), bubbles were detected at 6–9 m in both optical and acoustical measurements. Measurements of the angular scattering of light, the VSF from 10° to 170°, confirm the temporary presence of bubbles with enhanced scattering at the critical angle, \( (80°) \) (Figure 3). Figures 3a, 3c, and 3e show the change in the shape of 1 Hz averaged VSF measurements throughout the 30 min time series for the three stations experiencing high wind conditions. The normalized VSF data averaged to 1 Hz are also shown on a two-dimensional plot to emphasize the magnitude of the increase in critical angle scattering (Figures 3b, 3d, and 3f). To evaluate the relative angular shape of the VSF, each measured VSF was normalized to the mean of the time series at each angle. Hence, a value of 1 is expected for each angle when the VSF is similar to the mean VSF in the water column.

For all three stations, enhancements of more than twofold to threefold in critical angle scattering occurred periodically throughout the 30 min deployment. Other changes in the VSF shape also occurred, including enhancements in backscattering (90°–170°), sometimes by more than a factor of 2, during bubble events (Figures 1b, 3b, and 3f). Mie modeled scattering suggests the small peak present in the VSF occurring near 130° is likely caused by the presence of particulate material with a relative refractive index of approximately 1.20, similar to calcite [Zhang et al., 2002]. According to Bolch et al. [2011], coccolithophores and coccoliths were present and contributed 1–23% of the total backscattering at these stations.

Critical angle enhancements in the VSF were not observed during the low wind conditions, as illustrated by Figure 4. The measurements of the VSF collected during high wind speed conditions on yearday 84.
Figure 1. South Atlantic sampling region and station locations (labeled with the yearday) overlaid on the satellite-derived average chlorophyll a (mg m$^{-3}$) from the MODIS Aqua sensor (nominal 4 km resolution) for the month of March 2008. Three stations were sampled during high wind conditions (pink diamonds) and two were sampled during low wind conditions (purple circles). The white patches in the image indicate areas with no data due to cloud cover.

Figure 2. The wind speed record for GO-SiEx, where the red highlighted regions identify the >30 min time periods during which the bubble data were collected. The mean wind speed (lumor) from each sampling period is reported in Table 1. The wind speed stayed relatively constant for all stations during sampling except on yearday 84, during which the wind speed increased by 3 m s$^{-1}$ (red line). Day 80 and stations within Patch 2 (green box) correspond to 58.6°S, 34°W. Time before Patch 2 was spent approximately 300 km north of South Georgia Island (53.8°S, 34.4°W).
Figure 3. High-frequency (1-10 Hz) time series measurements of the mean normalized volume scattering function (VSS) for the three stations in the Southern Ocean measured during periods of high wind ($\bar{U}_{w} \geq 13$ m s$^{-1}$) on yeardays (a) 74, (c) 80, and (e) 94 show temporary (75-180 s) enhancements in scattering at several angles. The most pronounced temporary enhancements occur at and around the critical angle scattering angle ($\sim 80^\circ$) due to bubble entrainment. The temporary enhancement in scattering in the backward direction (measured from $90^\circ$ to $170^\circ$) is also apparent. (b, d, and f) The same data as in Figures 3a, 3c, and 3e, but replicated on a two-dimensional axis in order to more easily evaluate the magnitude of critical angle scattering at $80^\circ$. Enhancements of twofold to threefold occurred periodically throughout the 30 min deployments at all three stations (Figures 3b, 3d, and 3f).
Figure 4. (a) MASCOT measured real VSF collected at a 1 Hz sampling frequency (each line represents the 1 Hz data) during periods of high (yearday 84; $U_{10} = 13$ m s$^{-1}$, blue lines) and low (yearday 86; $U_{10} = 3$ m s$^{-1}$, red lines) wind conditions for stations with similar particulate populations and background optical properties. (b) The variance of the high-frequency VSF time series collected during the periods of high (blue line) and low (red line) winds are plotted as a function of angle. Relative to the variance of the VSF time series collected during low wind conditions (red), the variance of the VSF collected during high wind conditions (blue) is enhanced at all angles. The variance of the VSF at the critical angle ($80^\circ$) is approximately 2 orders of magnitude higher during periods of high wind relative to periods of low wind.

$U_{10} = 13$ m s$^{-1}$; Figure 4, blue lines) were compared to the VSF measurements collected during low wind conditions on yearday 86 ($U_{10} = 3$ m s$^{-1}$, Figure 4, red lines). Each line represents a VSF collected at a sampling frequency averaged to 1 Hz. These two stations had similar water column properties and amounts of suspended material and chlorophyll a, but were sampled under markedly different wind and wave conditions. As expected, the VSF measured during low wind conditions showed no enhancement in scattering at the critical angle. Instead, a conventional oceanic VSF, with large amounts of light scattered in the forward direction ($10^\circ$--$90^\circ$) and less than 3% of the light scattered in the backward direction ($90^\circ$--$180^\circ$) was observed. Such VSFs, declining smoothly from $90^\circ$ to $180^\circ$, are found throughout the world's oceans [Sullivan and Twardowski, 2009] and are used in radiative transfer modeling [Fournier and Forand, 1994; Mobley et al., 2002]. In contrast, the VSF measured at stations experiencing high wind conditions showed an enhancement in scattering across all angles and at the critical angle in particular when bubbles were present (Figure 4, blue lines).

Moreover, the VSF at the critical angle ($180^\circ$) measured over the time series followed a different statistical distribution for the low and high wind stations. The low wind data are nearly lognormally distributed (Figure 5a, dotted line) and centered at the mean value of 5.5. In contrast, ($180^\circ$) data collected during high wind conditions were not normally distributed, but closely followed a Generalized Extreme Value (GEV) type II (or Fréchet) distribution (Figure 5a). For these stations, the central tendency is similar, but the tail shape parameter $k$ were heavily positively skewed ($0.24 < k < 0.32$) due to the intermittent presence of bubbles (Figure 5a, dashed lines). The variance of critical angle scattering measured during yeardays 76, 80, and 84 was also much higher ($3.7 \times 10^{-9} \leq \sigma^2 \leq 1.2 \times 10^{-8}$) relative to the control ($\sigma^2 = 7.2 \times 10^{-10}$). For yeardays 76, 80, and 84, 16%, 12%, and 21% of the critical angle scattering measurements exceeded the range of the control (Figure 5b, dashed lines).

Various measurements indicate the presence of sufficient dissolved organic material to coat bubbles. Absorption by colored dissolved organic matter at 412 nm ranged from 0.03 to 0.1 m$^{-1}$. Globally
representative values of colored dissolved organic matter for comparison, including coastal values, fall within the range of 0.003–10 m·1 [Iwanson, et al., 2004]. Similarly, discrete measurements of total and dissolved organic carbon during SO GasEx were within the range of 56–72 µM and 50–76 µM, respectively (P Vlahos, personal communication, 2009). These concentrations are consistent with those used in the analysis of Detwiler and Blanchard (1978), for which bubbles became coated within 5 s of entrainment.

3.2. Measurements of the Bubble Size Distribution

The LISST measured bubble size distributions ranged from 0.5 to 125 µm radius; however, no bubbles with greater than 60 µm were detected at the depth of measurement (Figure 6). Bubble injections occurred on all days during which high winds were measured and the events typically lasted from tens to over a hundred seconds in duration. The shaded regions in Figure 6 represent the range in the bubble size distribution records averaged to a 1 Hz sampling frequency. The lines represent the mean and standard deviation of the bubble size distribution for each bubble event. On yearday 76, two bubble events occurred 13.5 min apart and lasted 150 and 180 s in duration. Similarly, on yearday 80 two distinct bubble events lasting 160–180 s in duration were measured. The most dense and intense bubble events were measured on yearday 84. The first event produced a 10-fold increase in critical angle scattering lasting 75 s in duration. A second isolated event occurred 5 min later, lasting 140 s in duration. Finally, the time series ended with a seemingly long period (512 s), during which the VSF fluctuated from high to low critical angle scattering. It is possible that these bubbles are part of a large plume that is being advected past the instrument package or that the bubbles are being recirculated. Alternatively, bubbles measured during this event could be part of a larger bubble plume than the other plumes measured. The background particulate population within the size range measured by the LISST did not change significantly over the course of the 30 min time series on any of the stations.

A power law fit to each 1 Hz bubble size distribution spectrum over the size range sampled for which bubble populations exceed 10⁶ m−³ µm−¹ between 2 and 40 µm (Table 2). Though the use of a power law fit is simplistic and offers only a first-order approximation (Buonassisi and Dierssen, 2010), it is commonly used to describe bubble size distributions [i.e., Medwin, 1977; Vagle and Farmer, 1992; Woolf, 1997]. Mean slopes, ζ, for the bubble size distributions collected on yeardays 76, 80, and 84 were 4.6, 4.1, and 3.6, respectively. A range in measured slopes; generally 2.9–5.1, was measured throughout the lifetime of the bubble events. A number of fine-scale features are apparent in the measured bubble size distributions and could be associated with uncertainties in the measurements. For example, a change in the slope occurs between
1 and 2 μm radius, such that small bubbles followed a shallower slope and large bubbles, a relatively steeper slope. Very steep slopes for the smallest size classes (0.5 ≤ a ≤ 1 μm) could be an artifact of the measurement where "rising tails" in the distribution can be produced by stray light, irregularly shaped, or submicron particles (Agawal and Pottsmith, 2000; Buonanotte and Dierssen, 2010; Andrews et al., 2011). The LISST inversion method is still being refined, therefore the uncertainty associated with the fine-scale dips and peaks in the size distribution and the accuracy of such features are being considered in future research. However, it is also possible that the discontinuities in the power law slope of the bubble size distribution could be delineating lognormally distributed subpopulations of bubbles with different temporal and spatial dynamics (see Zhang et al., 2011; Czerski et al., 2011; Twardowski et al., 2012).

A comparison between the bubble size distributions presented here and previously published size distributions (i.e., Johnson and Cooke, 1979; Farmer and Vagle, 1989; Breitz and Medawar, 1989; Phelps and Leighton, 1998; Pascal et al., 2010) shows a general consistency in the size distribution shape, except for the absence of the peak that appears in many published bubble size distributions (Table 3; Figure 7 adapted from Brooks et al. (2009)). The average slopes of the size distributions measured in the Southern Ocean were slightly steeper (mean ξ = 4.6, 4.1, and 3.61) than the majority of the published slopes (ξ ~ 3–4). Also, substantial differences in the magnitude of bubble concentration were observed between bubbles measured here and those presented in previously published research within the radius range of 10–25 μm (the size classes included in all of the plotted bubble size distributions).

The small bubbles sizes measured at 6–9 m depth during SO GasEx yielded void fractions G(10^−6–10^−7), whereas bubble populations near the surface typically correspond to void fractions G(10^−5) (Table 2). The volume contribution of air by the smallest size classes (a < 10 μm) was not negligible. As small bubbles were incrementally included in the integration from large to small sizes, the total void fraction continued to increase, though at a lower rate relative to that contributed by larger (a > 10 μm) bubble sizes (Figure 8). Exclusion of the smallest bubbles in the calculation of the total void fraction would ultimately result in an order of magnitude underestimation.

3.3. The Evolution of Bubble Events

The evolution of the bubble population during events was investigated in the 1 Hz data collected using the LISST. As a result of the wave conditions, the optical instruments were not held at a fixed depth for the
Figure 7. Adapted from Breck et al. (2009). A comparison between mean and standard deviation of the bubble size distributions from SO GasEx collected on yeardays 76 (blue), 80 (green), and 84 (red) and those by Breit and Medwin (1989) (triangles), Johnson and Cooke (1979) (diamonds), Phelps and Legget (1994) (x), and Farmer and Legge (1985) (asterisks). Also included are the BIDIs measured during DREDGE (Pascal et al., 2011) (black dots) and the NIOGAS TEAARW (blue dots) projects. See Table 3 for the oceanographic conditions, measurement techniques, and locations associated with the previously published BIDIs shown.

duration of the time series. In order to account for this, the data were bin averaged based on the peak frequency of the pressure measurement collected by the LISST. For yeardays 76, 80, and 84, the peak frequency of package motion followed the period of the swell and occurred at 0.172, 0.106, and 0.094 Hz, corresponding to periods of 5.8, 9.4, and 10.7 s, respectively. Both the bubble number concentration and the size distribution changed throughout the evolution of the bubble event until the bubble cloud was no longer detectable, at which time scattering at the critical angle and the concentration of particles returned to background levels. However, no statistically significant trend in the composition of the bubble population (i.e., steepening or flattening of the bubble size distribution) was found throughout the evolution of the bubble events (Figure 9).

3.4. Bubble Measurements in the Context of Wind and Wave Dynamics

During moderate to high wind conditions (up to 19 m s⁻¹), large scale wave breaking and bubble entrainment was observed during the course of the experiment. Figure 10 shows the time series record of wind speed (white line) and acoustic backscatter anomaly (surface coloration) with depth, indicating a relatively
stable subsurface bubble layer. An acoustic backscatter anomaly of 0 indicated water devoid of bubbles and a high value indicated dense bubble plumes.

Differences exist between the bubble size distributions measured at each station due, in part, to the prevailing physical forcing conditions (Table 1). No statistical relationships can be investigated between the bubble populations and environmental conditions measured here due to the limited number of stations. However, the physical conditions associated with the measured bubble populations were reported to aid in both the interpretation of the observed bubble events and in identifying the locations of measurements within the bubble plumes.

The prevailing physical forcing conditions during yeardays 80 and 84 were similar. The mean significant wave height and inverse wave age measured on yeardays 80 and 84 were 3.8 and 3.4 m and 0.73 and 0.64 (Table 1). Large breaking events under strong wind forcing led to the vertical extension of bubble plumes deep into the surface water column on yearday 84. Measurements of the acoustic backscatter anomaly identified bubble penetration depths of up to 15 m, with a high intensity range occurring between the surface and 6 m (Figures 11a and 11c). The mean penetration depth normalized by the characteristic wavelength ($\lambda_\text{w}$) for yearday 84 was 1.12 (Table 2). A bubble plume penetration depth ranging from 7.7 to 11.6 m was estimated for yearday 80, assuming the normalized penetration depth scaling from yeardays 76 and 84. The longer characteristic wavelengths measured on these yeardays ($\lambda_\text{w}$ of 9.7 and 10.6 m) resulted in more intense plumes with a slowly decaying mean bubble radius with depth relative to yearday 76 (Table 1). During yeardays 80 and 84, bubbles as large as 50 μm in radius were measured.

![Figure 8](image)

**Figure 8.** An example of the cumulative void fraction of air in water (dimensionless) calculated from large to small size classes for the first bubble event occurring on yearday 80, where the solid black line is the mean and the dashed gray lines denote one standard deviation above and below the mean.

![Figure 9](image)

**Figure 9.** The bubble plume evolution was traced through time using the power law slope fit to the low-pass filtered BISDs from 5 to 30 μm (2). The time-dependent $C^*$ for all events at each station were averaged to analyze trends in the bubble size distribution throughout the yearday. The error bars are standard deviations. The average of the two bubble events occurring on yearday 84 showed a slight increasing trend over time (gray circle), whereas bubble events on yearday 80 (2 events, black squares) and 84 (1 event, gray diamond) showed no significant trend over time.
Smaller significant wave height ($H_s = 2.8 \text{ m}$) and shorter characteristic wavelength ($\lambda_c = 5.8 \text{ m}$) measurements were observed on yearday 76. This resulted in lower intensity bubble clouds at depth and maximum bubble sizes that did not exceed 30 $\mu$m in radius. The most intense breaking events observed on yearday 76 produced penetration depths exceeding 10 m. However, bubble plumes generally did not extend beyond 5 m (Figures 11a and 11b). The mean normalized penetration depth ($d_i/d$) measured during yearday 76 was 0.90 (Table 2).

3.5. Extrapolation of the Bubble Size Distribution to Shallower Depths

The discrepancies in concentration and slope between the bubble size distributions measured here and previously published bubble size distributions are likely due to the depth of measurement. Between 6 and 9 m, few bubbles larger than 50 $\mu$m radius were measured. Measurements of the acoustic backscatter anomaly (DB) suggest that the bubble size distributions collected in the Southern Ocean are at the base of plumes (Figure 10), consistent with the result of fewer bubbles and steeper size distribution slopes. An extrapolation of the SO GasEx bubble size distribution was completed to estimate the contribution of small bubbles to the void fraction at a shallower depth. The mean bubble size distribution measured at 6–9 m in the Southern Ocean was extrapolated to a depth of 4.1 m using a power law fit to the SO GasEx and Terrill et al. [2001] bubble size distributions (equation (2)) and equations (5–8). An attenuation depth ($\delta$) of 1.2 m was assumed in order to guarantee continuity between the Terrill et al. [2001] and SO GasEx bubble size distributions at 4 m. This attenuation depth is consistent with the wind speed relationships presented by Wood [1997] and Thorpe [1992] and with measurements presented by Vogl et al. [2010].

Table 1. A Summary of the Physical Conditions Measured at Five Southern Ocean Stations Including the Mean Neutral Wind Speed ($U_0$, m s$^{-1}$), Mean Sea Surface Temperature at 5 m ($T_s$, $^\circ$C), Mean Air Temperature at 10 m ($T_a$, $^\circ$C), Mean Measured or Estimated Fractional Whisker Coverage (WC), Mean Significant Wave Height ($H_s$, m), Mean Peak Phase Speed ($\nu_p$, m s$^{-1}$), Range of the Inverse Wave Age ($\nu_p/\alpha$), and Mean Characteristic Wavelength ($\lambda_c$, m) Based on the Characteristic Phase Speed

<table>
<thead>
<tr>
<th>Day of Year</th>
<th>$U_0$ (m s$^{-1}$)</th>
<th>$T_s$ ($^\circ$C)</th>
<th>$T_a$ ($^\circ$C)</th>
<th>WC</th>
<th>$H_s$ (m)</th>
<th>$\nu_p$ (m s$^{-1}$)</th>
<th>$\nu_p/\alpha$</th>
<th>$\lambda_c$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>76</td>
<td>12.6</td>
<td>3.3</td>
<td>4.6</td>
<td>0.006</td>
<td>2.8</td>
<td>14.2</td>
<td>0.35</td>
<td>1.13</td>
</tr>
<tr>
<td>80</td>
<td>13.7</td>
<td>5.7</td>
<td>7.7</td>
<td>0.003*</td>
<td>3.6</td>
<td>19.2</td>
<td>0.33–0.80</td>
<td>8.5</td>
</tr>
<tr>
<td>84</td>
<td>12.0</td>
<td>4.9</td>
<td>2.2</td>
<td>0.030</td>
<td>3.4</td>
<td>16.9</td>
<td>0.46–0.85</td>
<td>7.0</td>
</tr>
<tr>
<td>86 Control</td>
<td>3.1</td>
<td>4.8</td>
<td>5.3</td>
<td>0.001</td>
<td>2.7</td>
<td>17.1</td>
<td>0.15–0.72</td>
<td>3.6</td>
</tr>
<tr>
<td>87 Control</td>
<td>4.6</td>
<td>5.1</td>
<td>6.0</td>
<td>0.001*</td>
<td>3.4</td>
<td>14.1</td>
<td>0.10–0.60</td>
<td>3.7</td>
</tr>
</tbody>
</table>

*Estimated based on wind speed following Menahan and Spinney [1996].
3.3, respectively. The depth-dependent bubble size distribution \( n(a, z) \) in the range of 8–4 m was given in a stepwise manner following:

\[
    n(a, z) = \begin{cases} 
        B_1 a^{-\alpha_1} e^{-a/\lambda_1}, & 2 \leq a \leq 30 \mu m \\
        B_2 a^{-\alpha_2} e^{-a/\lambda_2}, & 30 < a \leq 120 \mu m 
    \end{cases}
\]

where \( B_1 \) and \( B_2 \) are coefficients of proportionality determined using equation (7) (Figure 12). The full \( 2 \leq a \leq 120 \mu m \), Tewfik et al. (2001) derived SO GasEx bubble size distribution at 4 m produced a total void fraction of \( 9.8 \times 10^{-7} \). Bubbles 30 < \( a \) \leq 120 \( \mu m \) produced a total void fraction of \( 6.3 \times 10^{-7} \). Bubbles 2 \leq a \leq 30 \( \mu m \), contributed 3.5 \( \times 10^{-7} \) to the total void fraction.

3.6. The Contribution of Bubbles to Dissolved Oxygen
Supersaturations of up to 5% were measured during high wind conditions in the Southern Ocean. Using the model of Woolf and Thorpe (1991) and Moore et al. (2011) estimated the bubble-mediated contribution to \( O_2 \) supersaturation to be 1%–2% at 5 m during yeardays 76 and 84, respectively. However, the model applied is based on the bubble size distribution measurements of Johnson and Cooke (1979) and neglects bubbles <30 \( \mu m \) in size (Figure 13a). Woolf and Thorpe (1991) refer to the exclusion of these bubbles as a serious omission because the incremental inclusion of smaller bubble sizes substantially increases the gas injection rate and the projected equilibrium supersaturation (Figure 13b, black dots). The supersaturating effect of bubbles during high wind conditions (i.e., 13 m s\(^{-1}\)) could exceed the estimated 1%–2% and account for a larger portion of the measured supersaturation (perhaps up to 5%) by extending the SO GasEx bubble size distributions measured here to 1 \( \mu m \) (Figure 13b, gray dots).

### Table 2. Bubble Size Distribution (BSD) Statistics Collected at Depth (\( z \), m) at Three Stations Experiencing High Wind Conditions (\( U_{10}, \text{m s}^{-1} \)), including the Mean Bubble Penetration Depth (\( d_0 \), m), the Normalized Penetration Depths (Dimensionless), Which Describe the Relationship Between Bubble Plume Penetration Depth and the Characteristic Wavelength (\( \lambda_0 \)), the Mean and Range of Power Law Exponent (\( \lambda_0 \)), the Logarithmic Concentration Factor (\( N_0, \text{m}^{-3} \mu m^{-1} \)), and the Mean Void Fraction (\( \phi \)) of all Events for Each Station

<table>
<thead>
<tr>
<th>Day of Year</th>
<th>( z ) (m)</th>
<th>( U_{10} ) (m s(^{-1} ))</th>
<th>( d_0 ) (m)</th>
<th>( \lambda_0 )</th>
<th>( \phi &lt; a &lt; 40 \mu m ) Mean (range)</th>
<th>BSD ( N_0 ) (m(^{-3}) ( \mu m^{-1} ))</th>
<th>( \phi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>76</td>
<td>6.0 (±1)</td>
<td>12.8</td>
<td>5.2</td>
<td>0.90</td>
<td>4.6 (4.2–5.1)</td>
<td>10.7</td>
<td>10^3</td>
</tr>
<tr>
<td>84</td>
<td>8.6 (±2)</td>
<td>13.0</td>
<td>6.9</td>
<td>0.99</td>
<td>3.5 (2.9–3.8)</td>
<td>10.4</td>
<td>10^3</td>
</tr>
</tbody>
</table>

*Estimated range in penetration depths based on the normalized penetration depth scaling from days 76 and 84.
Table 3. Summary of Conditions Associated With Previously Published Bubble Size Distributions Shown in Figure 14. Including the Depth of Measurement, the Mean Wind Speed ($\bar{U}_w$ m s$^{-1}$), Water Temperature ($T_w$ °C), a Description of the Wave Field, the Instrument Used in Measuring the BSD, and the Location at Which the Measurements Were Collected.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Depth of Measurement (m)</th>
<th>$\bar{U}_w$ (m s$^{-1}$)</th>
<th>$T_w$ (°C)</th>
<th>Wavefield</th>
<th>Measurement Approach, Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brooks et al. (2009)</td>
<td>Unknown</td>
<td>$\leq$14</td>
<td>9</td>
<td>$H_s = 2.7$</td>
<td>Bubble Camera</td>
</tr>
<tr>
<td>Jolliet and Croke (1979)</td>
<td>0.7</td>
<td>11–13</td>
<td>2</td>
<td>$H_s = 2.0$</td>
<td>Photographic, St. Margaret’s Bay, Nova Scotia</td>
</tr>
<tr>
<td>Brezzi and Mederi (1989)</td>
<td>0.25</td>
<td>12–15</td>
<td>3 m swell</td>
<td>Acoustic, Monterey Bay</td>
<td></td>
</tr>
<tr>
<td>Farmer and Vega (1985)</td>
<td>0.10</td>
<td>12–14</td>
<td>21.5</td>
<td>5 s period</td>
<td>Acoustic, Atlantic (29°N, 76°W)</td>
</tr>
<tr>
<td>Phelps and Littman (1994)</td>
<td>0.30</td>
<td>10–12</td>
<td>No data</td>
<td>Acoustic, South Hampton Coast (z = 17–22 m)</td>
<td></td>
</tr>
<tr>
<td>Panciari et al. (2010)</td>
<td>2–9</td>
<td>14</td>
<td>17</td>
<td>$H_s = 2.7$</td>
<td>Acoustic, Fiber optic, North Atlantic</td>
</tr>
</tbody>
</table>

4. Discussion

Concurrent optical measurements of the particle size distribution and the volume scattering of light at the critical angle were used to identify naturally occurring, transient O(10$^{-3}$) s, deeply penetrating bubble populations during large-scale wave breaking in the Southern Ocean. This is a very limited data set, containing only three stations for which bubble measurements were collected. No statistical analyses can be performed nor any broad conclusions made about the behavior of the bubbles measured here and their

Figure 12. A single mean BSD (black dashed line), calculated from the mean BSDs measured on yeardays 76 (blue circle), 80 (green circle), and 84 (red circle) at 6–9 m in the Southern Ocean, was extrapolated to a depth of 6.5 m using a power law fit to the SO GasEx and Terrill et al. (2001) BSEs (gray circles) following equation (6) for $2 < a < 50$ (gray dotted line) and $30 < a < 120$ (blue dashed line). The power law fit to the SO GasEx and Terrill et al. (2001) data yielded $N$ values of $3.39 \times 10^4$ and $2.44 \times 10^4$ and $C$ values of 4.1 and 3.3, respectively. Bubbles 30 < a < 120 μm in size contributed $6.3 \times 10^{-7}$ (94%) of the total void fraction of 9.8 × 10$^{-4}$, while the smallest bubbles, 2 < a < 30 μm, contributed $3.5 \times 10^{-7}$ (16%).
relationship the wind and wavefield dynamics. However, these are some of the first measurements of such small bubbles at depth, particularly under natural wave breaking conditions, and their evolution, persistence, and potential contribution to air-sea flux of lower solubility gases is considered further below.

4.1. Measurements of Small Bubbles at Depth
The bubble size distributions presented here were collected during 13 m s$^{-1}$ mean wind speeds. Though the mean wind speed was consistent throughout the three stations, the prevailing sea state produced bubble clouds with different intensities and therefore, different size distributions. The state of the wavefield is a function of the energy flux from the wind (i.e., wind history and fetch) (Thorpe, 1992; Sullivan and McWilliams, 2010). The wind history (along an increasing trend) likely contributed to the nature of the bubble size distributions measured on yearday 76. During day 76, younger seas and shallower bubble penetration depths were measured. As a result, steeper bubble size distribution slopes and fewer large bubbles were measured (see Figure 7). Large breaking events under strong forcing led to the vertical extension of bubble plumes deep into the surface water column on yeardays 80 and 84. Bubble penetration depths of up to 15 m, more than 3H$_w$, were measured. During days 80 and 84, bubble measurements were collected within a decreasing wind trend (from 15 m s$^{-1}$). Larger bubble sizes and shallower bubble size distribution slopes were measured at these stations.

The Thorpe (1992) parameterization relating bubble plume penetration depth to the wavelength of the dominant waves produced normalized penetration depths of 0.1-0.2 under forcing conditions comparable to those in the presented here. The Thorpe approach, modified here using the characteristic wavelength, produced a near 1:1 relationship between the mean bubble plume penetration depth and mean characteristic wavelength. For SO GasEx, the penetration depth scaling according to significant wave height follows $H_w < d_p < 4H_w$.

The average Southern Ocean bubble size distributions show a general consistency with previously measured bubble size distributions. The order of magnitude difference in concentration between these measured here and the previously published bubble distributions is likely due to the depth of measurement; here, bubble size distributions were collected near the base of the bubble plumes. This is particularly true for yearday 76, during which steep slopes were measured at the base of the bubble plumes. On yeardays 84 and 80, bubble measurements were collected approximately three quarters of the way down the plume,
due to the deep vertical extension of bubbles. As a result, bubble size distributions measured on those days produced slopes comparable to previously published values.

The Southern Ocean bubble size distributions measured as a part of this study decreased exponentially from small to large sizes and were not peaked. Many previously published bubble size distributions measurements show a hypothetical peak in the distribution between 20 and 60 µm that tails off at smaller sizes (i.e., Johnson and Cooke, 1979; Kolovayev, 1976; Walsh and Mulhern, 1987) (see Figure 8). The presence of the peak has been justified theoretically due to the pressure effects on bubbles at depth. The peak at intermediate sizes, and the narrowing of the bubble size distribution with depth, has been attributed to the smallest bubbles having undergone dissolution and large, buoyant bubbles rising out of the water column. However, the presence of a peak could be the result of limitations in the acoustic and photographic methods used (Kingsbury and Marston, 1981; Vagle and Farmer, 1992). A new optical approach applied by Zhang et al. (2002) for retrieving the bubble size distribution using inversion techniques supported the existence of submicron bubbles with concentrations on the order of $10^{12}$ m$^{-3}$. These results provide additional support for the presence of bubbles down to submicron sizes with concentrations following a power law distribution.

Detection of small bubbles at 6–9 m supports the existence of a mechanism that prolongs the process of bubble dissolution, aiding in their temporary persistence. The stabilization of microbubbles by the absorption of organic substances could be at play here. Organic coatings can make bubbles mechanically stable by hindering compression and altering buoyancy, thus increasing residence times. Once coated, microbubbles have a size-dependent resistance to pressure, where resistance is inversely proportional to size (Johnson and Cooke, 1980). Laboratory experiments by Thorpe et al. (1992) tested the effects of incrementally increasing particulate concentrations on bubble size distributions at 4 m depth. The result was a steep bubble size distribution (no peak) covering a range in radii from 0 to 10 µm, as was observed in the SO GasEx bubble size distributions. In the absence of candidate coating materials, Thorpe et al. (1992) observed a peak in the bubble size distribution at $a \approx 40$ µm, where small bubbles fell off steeply due to rapid dissolution. The Thorpe et al. (1992) results in combination with the particulate and dissolved organic carbon measured during SO GasEx support the hypothesis that the bubbles measured here are coated (Detwiler and Blanchard, 1978; Thorpe et al., 1992).

4.2. Evolution and Persistence of Small Bubbles
Deep-going bubble plumes evolve mainly under the influence of advection, turbulent diffusion, dissolution, and buoyancy forces (Thorpe, 1982; Baldy, 1988). Bubbles in the size regime measured here (<60 µm) are thought to completely disappear by dissolution (Melnvik and Memery, 1983; Kerling, 1993). Small bubbles measured during SO GasEx were measured over time periods on the order of 10–100 s. The potential fate of the bubbles measured here was investigated by analyzing changes in the size distribution over time. We expected that the SO GasEx bubble size distributions would maintain a flatter size distribution slope throughout bubble events, since the principle loss mechanism was likely dissolution. No statistically significant trends were observed in the bubble size distribution slope over time for the older seas encountered on yeardays 80 and 84. We hypothesize that the small bubbles were terminated by dissolution at a rate independent of size, which would result in a constant slope (Garrett et al., 2000). For the younger seas encountered on yearday 76 and measurements made closer to the base of the bubble plume, a slight steepening in slope was observed over time, indicating the potential for preferential loss of larger bubbles. This result could indicate buoyancy as the dominant bubble removal process (Garrett et al., 2000).

4.3. Small Bubble Contribution to the Void Fraction
If dissolution is the dominant mechanism by which the deeply penetrating SO GasEx bubbles are terminated, then they could be relevant to the transfer and supersaturation of the surface ocean with low-solubility gases in near-equilibrium conditions (Woolf and Thorpe, 1991; Garrett et al., 2000). Void fractions for the bubble densities measured at 6–9 m depth ranged from $10^{-7}$ to $10^{-9}$ and were composed entirely of bubbles from 0.5 to 60 µm in size. The volume contribution of air by the smallest size classes ($a < 10$ µm), previously unmeasured, was not negligible. As small bubbles are incrementally included in the integration from large to small sizes, the total void fraction continues to increase, though at a lower rate relative to that contributed by larger ($a > 10$ µm) bubble sizes (Figure 9). Exclusion of the smallest bubbles in the calculation of the total void fraction would ultimately result in an underestimation by over an order of magnitude.
Void fractions of this magnitude are considered to be insignificant when compared to the void fractions of $10^{-4}$ to $10^{-5}$ found near the surface. It is the deep-going bubbles, however, that contribute to the supersaturation of lower-solubility gases. The supersaturating effect of bubbles increases linearly with depth (Woolf and Thorpe, 1991; Woolf, 1997). In order to assess the contribution of small bubbles to the void fraction at shallower depths, the mean SO GasEx bubble size distribution was extrapolated to 4 m using the data of Tennen et al. (2002), extending the SO GasEx bubble size distribution to 125 μm. The SO GasEx bubble size distribution at 4 m produced a total void fraction $0(10^{-5})$. Bubbles 30–125 μm in size contributed 64% of the void fraction. The remaining 36% of the void fraction was supplied by bubbles less than 30 μm in radius.

Dissolved O2 was generally near saturation or supersaturated during SO GasEx, specifically throughout yeardays 76 and 84 discussed here (no O2 data were collected during yearday 80) [Moore et al., 2011]. According to Moore et al. [2011], diffusive and bubble-mediated processes, rather than vertical entrainment (i.e., mixing), were largely responsible for the exchange and supersaturation of low-solubility gases during SO GasEx. The analysis of Moore et al. [2011] estimates the bubble contribution to O2 using the peaked bubble size distribution of Johnson and Cooke, extending only to 30 μm. The supersaturating effect of bubbles during high wind conditions (i.e., 13 m s$^{-1}$) could exceed the estimated 1–2% and account for a larger portion of the measured supersaturation (perhaps up to 4–5%) by extending the bubble size distribution down to 1 μm.

5. Conclusions

Measurements of critical angle (~80°) scattering, which only arise from the difference in refractive index between air and water, and near-forward scattering together can be used to detect very small bubbles.

Here measurements of scattered light at the critical angle with the Mascot instrument and near-forward scattering with the Lisst instrument demonstrated the presence of small bubbles at 6–9 m depth in the Southern Ocean. These are some of the first measurements of deeply penetrating bubbles under natural wave-breaking conditions and in different sea states.

Near-forward scattering of red light measured with the Lisst instrument was used to estimate the bubble size distribution down to a bubble radius of 0.5 μm. Here, exponentially increasing concentrations of bubbles were found down to the smallest size class. This is one of the first studies to use the Lisst to directly measure bubbles and we have noted several potential errors associated with the instrument. However, there was strong agreement between the bubble number concentration and size distribution slope between those measured here and from previously published research for the commonly measured size classes.

Bubbles measured during SO GasEx were exclusively very small bubbles (a < 60 μm) producing void fractions $0(10^{-5}–10^{-4})$. Extrapolation of the bubble size distributions measured at 6–9 to 4 m depth extended the maximum bubble size to 120 μm radius and produced a void fraction on the order of $10^{-5}$. Although mainly composed of the larger bubbles, the small (a<30 μm radius) previously neglected bubbles supplied 36% of the total void fraction. Therefore, the nature of the bubble size distribution down to the smallest size classes is particularly relevant in quantifying the bubble-mediated transfer and supersaturation of low-solubility gases. The supersaturating effect of bubbles could exceed the estimated 1–2%–4–5% by extending the bubble size distribution down to 1 μm.

The data set presented here is limited to only a handful of stations; nonetheless, it provides a foundation for more theoretical and experimental research on the existence, prevalence, persistence, and implications of such small bubbles in the ocean. Future research will involve further validation of and investigation into the presence and fate of such small bubbles, including their size distributions, the associated physical mechanisms producing the plumes, and their contribution to air-sea gas flux.
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3. Novel methods for optically measuring whitecaps under natural wave breaking conditions parameterized in the Southern Ocean
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Novel methods for optically measuring whitecaps under natural wave breaking conditions in the Southern Ocean

Abstract

Breaking waves on the ocean surface mark areas of significant importance to air-sea flux estimates of gas, aerosols, and heat. Traditional methods of measuring whitecap coverage using digital photography can miss features that are small in size or do not show high enough contrast to the background. The geometry of the images collected captures the near surface, bright manifestations of the whitecap feature and miss a portion of the bubble plume that is responsible for the production of sea salt aerosols and the transfer of lower solubility gases. Here, a novel method for accurately measuring both the fractional coverage of whitecaps and the intensity and decay rate of whitecap events using above water radiometry is presented. The methodology was developed using data collected during the austral summer in the Atlantic sector of the Southern Ocean under a large range of wind (speeds of ~1 to 15 m s\(^{-1}\)) and wave (significant wave heights ~2 to 8 m) conditions as part of the Southern Ocean Gas Exchange experiment. Whitecap metrics were retrieved by employing a magnitude threshold based on the interquartile range of the radiance or reflectance signal for a single channel (411 nm) after a baseline removal, determined using a moving minimum/maximum filter. Breaking intensity and decay rate metrics were produced from the integration of, and the exponential fit to, radiance or reflectance over the lifetime of the whitecap. When compared to fractional whitecap coverage measurements obtained from high resolution digital images, radiometric estimates were consistently higher because they capture more of the decaying bubble plume area that is difficult to detect with photography. Radiometrically-retrieved whitecap measurements are presented in the context of concurrently measured meteorological (e.g., wind speed) and oceanographic (e.g., wave) data. The optimal fit of the radiometrically estimated whitecap coverage to the instantaneous wind speed, determined using ordinary least squares, showed a cubic dependence. Increasing the magnitude threshold
for whitecap detection from 2 to 3(IQR) produced a wind speed-whitecap relationship most comparable to previously published and widely accepted wind speed-whitecap parameterizations.

3.1. Introduction

Breaking waves on the ocean surface are areas of significant importance to air-sea interaction. Whitecaps foster climate relevant physical and chemical processes in the ocean, including the production of sea salt aerosols, mixing processes, and the exchange of gas (e.g. CO$_2$, CH$_4$, DMS, water vapor) and heat with the atmosphere. Efforts to parameterize these processes in climate models generally incorporate an estimate of fractional whitecap coverage (e.g., Monahan and Spillane [1984], Liss and Merlivat [1986], Asher et al. [2002], Fairall et al. [2003]). Typically, whitecap coverage is a combined measurement of both Stages A and B, where Stage A includes the active, spilling crest and a dense, broad bubble spectrum. Stage B is the maturing Stage A whitecap, which covers a larger area and has a relatively narrow bubble spectrum [Monahan and Lu, 1990]. During Stage A breaking, large volumes of air are introduced into the surface layer of the ocean (i.e., the α bubble plume). Therefore, air-sea gas transfer velocities are often based on the fractional coverage of Stage A whitecaps, but since the ratio of Stage A to Stage B coverage is roughly a constant, some investigators have related the gas transfer velocity to Stage B coverage (e.g. Monahan and Spillane [1984]). The entrained air is fragmented during the Stage A phase, and the resulting bubbles are distributed during the Stage B phase (i.e., β-plume). Bubble processes (e.g. dissolution, bursting, etc.) occur during and after this phase [Monahan and Lu, 1990]. The Stage B bubble plume is responsible for the production of primary marine aerosols and can impact heat flux [Monahan et al., 1986; Andreas et al., 1995]. Under moderate to high wind conditions (> 7 m s$^{-1}$), whitecaps can support bubble populations in uniform, persistent (3-4 hour) subsurface plumes (i.e. γ-plumes in the usage of Monahan and Lu [1990]), which are relevant to the supersaturation of dissolved gases in the surface ocean [Thorpe, 1982; Monahan, 1993]. Accurate, practicable techniques for quantifying the coverage and intensity of whitecaps from initiation through decay are necessary to understand these processes.
Traditional methods for estimating total whitecap coverage typically involve the analysis of high-resolution digital imagery for producing a presence/absence coverage result. Historically, imagery was processed manually using a simple “threshold” technique (e.g., Nordberg et al., [1971] Ross and Cardone [1974], Monahan et al., [1984]), where an intensity value is selected which separates whitecaps from the background surface. This is done on an image-by-image or small batch basis because of fleeting changes in ambient illumination. A large dataset is necessary to accurately measure whitecap coverage due to the irregular nature of wave breaking. Hundreds of images must be analyzed per 20 minute sampling period to produce convergent coverage estimates [Callaghan and White, 2009]. To facilitate data processing, the AWE (Automated Whitecap Extraction) algorithm was developed as an automated, objective approach for threshold selection [Callaghan and White, 2009]. However, AWE and other automated techniques (e.g., grayscale thresholding by Sugihara et al. [2007]) require very high quality images free of sun glint and sky reflectance and with homogeneous illumination that are often challenging to obtain in the field.

Threshold techniques have also been used to separate total whitecap coverage into Stage A and B phases using two intensity values (e.g., Ross and Cardone [1974] and Monahan and Woolf [1989]). However, these methods suffer the same pitfalls as the single threshold technique and may not capture consistent portions of the whitecap stages. Recently, a spatial separation approach was developed for differentiating coverage type by incorporating relationships to the wave field, texture, and slope. This multi-parameter method is more robust, but is labor intensive, subjective and requires manual selection of Stage A and B pixels [Scanlon and Ward, 2013]. Most importantly, the geometry of the images collected using digital camera systems captures only the near surface, very bright manifestations of the whitecap feature. Whitecaps small in size or which don’t produce a sufficiently strong contrast to the background are missed altogether [Callaghan and White, 2009]. Furthermore, in every case, the traditional method misses a portion of the bubble plume. Because whitecaps have a pronounced effect on the magnitude of visible light leaving the ocean surface (e.g., Koepke [1984], Frouin et al. [1996], Moore et al. [2000],
Stramski and Tegowski [2001], Terill et al. [2001], and Zhang et al. [2002]), they are easily detected in measurements of optical radiance. Simple, high frequency, point-based (small FOV) measurements of radiance can be implemented to capture some of the elusive whitecap features.

The magnitude of light reflected from the sea surface is significantly enhanced due to foam and bubble entrainment from breaking waves on temporal scales of seconds to tens of seconds [Terrill et al., 1998; Stramski and Tegowski, 2001]. Foam shows a spectrally flat response in that it reflects equally across all visible wavelengths and appears white (e.g., Stabeno and Monahan [1986], Frouin et al. [1996], Moore et al. [2000]). As the whitecap matures, the spectrally flat feature takes on a shape. A decrease in reflectance occurs in the red portion of the spectrum due to the strong absorption properties of water molecules [Frouin et al., 1996; Moore et al., 1998]. Furthermore, the spectral shape in the blue and green changes to one dependent on the optical properties of the water (e.g., the measurement is of the bubbles and the water between them) [Moore et al., 1998; Stramski and Tegowski, 2001; Kokhanovsky, 2004; Zhang et al., 2004]. The effect of whitecaps on the magnitude and shape of visible light leaving the ocean surface have been presented in previously published studies (e.g., Koepke [1984], Frouin et al. [1996], Moore et al. [2000], Stramski and Tegowski [2001], and Zhang et al. [2002]). Most of these measurements were collected over ship generated foam and bubbles (e.g., Moore et al. [1998]) or their effects were modeled using radiative transfer (e.g., Stramski and Tegowski [2001]) and none were directly compared to coverage measured simultaneously using traditional techniques (e.g., Monahan and Spillane, 1984).

A novel method for retrieving whitecap coverage and wave breaking intensity metrics using radiance measurements collected from single and double sensors systems deployed on the bow of a ship in the Southern Ocean under a wide range of physical forcing and wave breaking conditions is presented here. The Southern Ocean is an excellent region to develop and test these methods due to the occurrence of strong unimpeded winds resulting in large waves and whitecaps. Whitecap metrics resolved using
radiometry are reported in the context of simultaneously collected meteorological and oceanographic measurements and are compared to whitecap coverage retrievals conducted with traditional digital imaging. Our research has shown high intensity breaking in this region, producing bubble plumes which penetrate to ~10 m depths (e.g. Randolph et al. [2014]). A major advantage of this method is that it is quantitative and robust, capturing more of the decaying whitecap feature than traditional techniques. Dynamic detector positioning at specific look angles can be employed to optimize the signal to noise ratio.

3.2. Background

3.2.1. Radiometric Quantities

Upwelling radiance from the surface ocean is dependent on the water optical properties, the geometric structure of the incident radiance distribution (i.e., solar zenith angle), the geometry of the surface, and the illumination conditions (e.g. cloud cover). It is a directional quantity measured over a time, area, solid angle and wavelength interval. Here, the total upwelling radiance signal above the sea surface, $L_t(\theta, \phi)$, is the spectral distribution of light, or radiant power per unit area, wavelength and solid angle (W m$^{-2}$ nm$^{-1}$ sr$^{-1}$), emerging from the ocean in polar and azimuthal directions $\theta$ and $\phi$

$$L_t(\theta, \phi) = L_w(\theta, \phi) + L_r(\theta, \phi) + L_{WC}(\theta, \phi)$$

where $L_w$ is the radiance signal of the undisturbed water column, $L_{WC}$ is the radiance signal from whitecaps (i.e., foam and bubbles), and $L_r$ is the surface reflected portion of the incident sky radiance, $L_s$ (Figure 1). Whitecap radiance is not directly measureable, but can be inferred from measurements of $L_w$. 
3.2.2. Time-to-space comparison

Typically, hundreds of digital images with a large footprint are required per 20-minute sampling interval to retrieve converging estimates of fractional whitecap coverage due to the intermittent, often infrequent, and non-uniform nature of wave breaking [Callaghan and White, 2009]. There are trade-offs between producing coverage estimates that are stable (i.e., converging, by increasing the dataset size) and also representative of the forcing conditions. Increasing footprint size produces larger deviations in background pixel intensities (e.g., increasing influence of sky reflectance), making the selection of a threshold for differentiating whitecaps from the background difficult. Smaller footprints, however, require a larger number of images to be used in retrieving accurate coverage estimates. Collecting many high frequency measurements of an ~1 m instantaneous field of view is an alternative (and some say equivalent) to capturing a large area at any instant (e.g., Wang et al. [1995] and Moore et al. [1998]). A comparison between cameras measuring whitecap coverage within a larger footprint to a microwave radiometer/camera system measuring a small (~1 m²) footprint produced consistent results, substantiating
the use of high frequency measurements of very small areas for accurately predict spatially-averaged whitecap coverage [Wang et al., 1995]. Similarly, Moore et al. [1998, 2000] reported the coverage of thick to residual foam patches by taking many reflectance measurements of a small area on the water surface (1° FOV).

When measuring a small area, the longer the record length, the better the statistical base for any single coverage estimate; however, the associated meteorological and oceanographic conditions change on relatively short time scales. The wrong record length choice could introduce biases in coverage estimates as a result of different sea states and types of breaking (e.g., spillers or plunging breakers). For example, well-developed seas with low frequency, but high intensity breaking would require a longer time series to sample accurately compared to developing seas with high frequency, low intensity breaking. When a generic record length is required, it should be decided based on the lowest frequency of breaking to be resolved.

Our method proposes to use a continuous time series of radiance measurements within a small footprint to represent the spatial estimate of whitecap coverage. The associated spatial coverage of the point-based sampling approach can be approximated and optimized using the length of the footprint and the record and an estimate of the surface drift velocity. For stationary radiance measurements (i.e., speed over ground < 1 m s\(^{-1}\)) collected while the ship maintained a constant heading into the wind, the surface area advected past the instrument, \(A\), was approximated following

\[ A(\Delta t, L, u_o) = \pi (L u_o \Delta t) \]

where \(L\) is the diameter of the IFOV (m), \(\Delta t\) is the time interval of sampling (i.e., record length), and \(u_o\) (m s\(^{-1}\)) is the surface drift velocity. The surface drift velocity is assumed to be the advection velocity associated with a passing whitecap and was approximated following Wu [1983]:

\[ u_o = \alpha u_s \]
where $u_*$ (m s$^{-1}$) is the atmospheric friction velocity and $\alpha$ is a numerical constant ($\alpha = 0.53$). Here, record lengths were optimized so that $A \approx 1$ km$^2$, a relevant spatial resolution for ocean color data. The whitecap coverage, $a$, over the time interval $\Delta t$ is given by

$$a(\Delta t) = A w_c$$

where $w_c$ is an estimate of the whitecap coverage given the physical or meteorological conditions (i.e., $U_{10}$; m s$^{-1}$).

The number of independent events within the time interval, $N(\Delta t)$ can be estimated from

$$N(\Delta t) = \frac{a(\Delta t)}{a_{wc}}$$

where $a_{wc}$ is the area (m$^2$) of the individual whitecaps. The number of independent events for a given wind speed can be estimated using the individual whitecap area presented by Bondur and Sharkov [1982].

Finally, the surface renewal time, $t_r$ (s) is the ratio of the diameter of the IFOV to the surface drift velocity.

$$t_r = \frac{L}{u_o}$$

(5)

For example, for a surface drift velocity of 0.3 m s$^{-1}$, the surface renewal time is 3.3 s (0.30 Hz). An instrument with a sampling rate of 7 Hz (typical for radiometer systems described here) and a Nyquist frequency of 3.5 Hz can be used to resolve features with a maximum surface drift velocity of 3.6 m s$^{-1}$. These conditions could allow for underway sampling.

3.3. Development of Method

3.3.1. Instruments and configuration

The total contribution of wave breaking to radiance can be captured at high frequency above the sea surface using a multispectral or single channel radiometer (e.g., OCR 500, Satlantic). A single channel radiometer at visible wavelengths (here 411 nm) is sufficient to capture the full whitecap feature (e.g., Stage A through the decaying bubble plume). The radiometer is configured to collect data over an
azimuthal range of 270° across the heading of the ship while the solar zenith angle is above 20°. Sun glint and shadowing effects are minimized by maintaining a viewing direction 120° from the sun’s azimuth. A viewing angle 40° from nadir is employed to minimize specular reflectance of the sun’s direct beam into the detector [Mueller et al., 2003]. Proper viewing angles can be maintained using a computer-based system that calculates the sun’s azimuth angle relative to the ship and adjusts the position of the detector using a stepping motor (see Balch et al. [2011]). An integrated dynamic positioning system for radiometers is now commercially available (e.g., Satlantic, LP). The down-looking radiometer is positioned above the water surface to maintain an ~1 m² instantaneous field of view. Our analysis found that 20 minute segments of the high frequency, upwelling radiance signal ($L_t$) could be used to successfully resolve fractional whitecap coverage from $1 \times 10^{-4}$ to 0.07. While a calibrated, dark corrected signal is preferred if making quantitative comparisons of intensity and duration of whitecaps between regions, the data is normalized to a baseline, which removes most of the calibration artifacts and whitecaps are evaluated as relative enhancements to the radiance signal. Under shifting sky conditions, it is not necessary but advantageous to have simultaneously collected downwelling irradiance ($E_d$) measurement to normalize the radiance to the incident irradiance.

### 3.3.2. Identifying Whitecap Features

The time series of radiometric measurements are analyzed to retrieve whitecap metrics (i.e., coverage, intensity, duration, and decay rate) following the basic procedure outlined in Figure 2. Whitecap features are retrieved from the total radiance signal after removing a baseline. Unpredictable fluctuations or trends in the illumination conditions or changes in $L_w$ (e.g. the color of the water column without bubbles or foam) can result in a non-stationary $L_t$ signal, producing mean and variance values that change over time. A stationary upwelling radiance time series ($L_t'$) can be estimated from the measured, non-stationary $L_t$ signal by applying a moving minimum-maximum filter (e.g. Briggs et al. [2011]) following Lemire [2006]. Ideally, the baseline captures all changes in illumination conditions, eliminating the need for normalizing $L_t$ to the measured downwelling irradiance at each time step. The baseline also accounts for
magnitude differences in $L_t$ between stations due to spectral changes in the water color itself, or $L_{\infty}$. The moving min-max filter simultaneously finds the minimum and maximum elements within a sliding window of a specified length. The window size is optimized such that the time interval is short enough to remove variations in radiance due to changing illumination conditions, while being long enough not to erode whitecap features. At a minimum, the window size should be at least the length of the longest feature to be retrieved (~40 s). During uniform sky conditions, $L_t$ is stationary over the time interval necessary to capture whitecap metrics and long window lengths are realistic. However, nonuniform skies require shorter window lengths for $L_t$ to approach a stationary condition and potential errors can arise in identifying the limits of the whitecap feature. Here, a single, optimized window size of 15 s was used for all stations with minimal error. If necessary, applying station-specific window sizes (based on the prevailing illumination conditions) is a reasonable approach and is easy to implement.
Figure 2: Procedure for retrieving whitecap metrics (i.e., coverage, decay rate and intensity) from measurements of radiance ($L_t$; Path 1) and irradiance ($E_d$, optional; Path 2).

Under highly variable sky condition, identification of the whitecap feature can be detected more accurately if downwelling irradiance ($E_d$; W m$^{-2}$ nm$^{-1}$) is measured simultaneously with the upwelling radiance. This approach requires the deployment of a second, upward looking radiometer outfitted with a cosine collector, to measure the downward plane irradiance incident on the sea surface (see Figure 2, Path 2). In theory, the pseudo-reflectance term, $R$ (sr$^{-1}$), which is the ratio of $L_t(t)$ to $E_d(t)$, accounts for
changes in the illumination conditions and produces a stable measurement of the water and whitecaps. Assuming the measured $L_e(\theta, \phi)$ is the same across all viewing directions ($\theta$ and $\phi$) a Lambertian Equivalent Reflectance (LER) can be estimated by multiplying by $\pi$ and the measurement becomes similar to a dimensionless albedo, hereafter $R'$. The $E_d$ sensor must be deployed in a location where it is unaffected by ship-shadow, typically high up on the jackstaff of a ship [Zibordi et al., 2014]. It is difficult to gimbal the instrument so that it remains plane parallel when deployed on a dynamic platform. For the Southern Ocean, the instrument oscillated between nadir (0°) and ~3° to 5° in any direction [Cifuentes-Lorenzen et al., 2013].

Slight changes in the look angle of the sensor due to ship motion can produce regular fluctuations in the $E_d$ signal at approximately the period of the swell (e.g., ~10 s). Therefore, before calculating $R'$, the high frequency $E_d$ data can be filtered using a technique such as a moving average, where the window length is at least as long as the swell period. Here, the peak frequency of motion-induced fluctuations, determined from the average power spectral density of $E_d$ (~1 min segments) was used as the window length for the moving average filter. This automated and objective filtering approach removes low magnitude variance as a result of changing look angle, but maintains trends in $R'$ for use in the calculation of whitecap features following the same baseline removal process described above.

The baseline-removed, $L'$ or $R'$ record has a distribution that is positively skewed to a degree dependent on the presence of bright foam, bubbles (e.g., the more whitecaps, the heavier the tail), and glint. Glint acts a signal contaminant and presents as randomly occurring, very bright features lasting <2 s in duration. The width of the $L'$ or LER' distribution (variance, $\sigma^2$) is dependent on skylight reflected off of the wavy surface ($L_r$), another signal contaminant. The frequency and magnitude of variance in the upwelling radiance signal is the result of time-varying features of the different types of waves, including gravity waves on the order of meters in length to capillary waves on the order of millimeters in length, at each time step. The greater the surface reflected skylight, the larger the variance in the background signal.
and the more difficult identifying whitecaps becomes, especially in the case of low intensity breaking (i.e., spilling waves).

Whitecaps can be identified in the $L'$ or $R'$ record using a number of different methods depending on the needs of the user. Here, a station-specific threshold was determined using a single, objective approach that is fairly robust to outliers. The interquartile range (IQR) of $L'$ or $R'$ was calculated as the difference between the 75th (Q3) and 25th (Q1) percentiles. The magnitude of the IQR is dependent on the surface reflected skylight, which is, in turn, dependent on the wave and illumination conditions. Uniform skies and a flat ocean yield low IQR and variable skies and a roughened sea surface yield high IQR. Outliers (or breaking waves) are defined as samples greater than Q3+ 2(IQR). For normally distributed data, whisker lengths are typically set to 1.5IQR, which corresponds to $2.7 \sigma$ (or 99.3 coverage). After the threshold has been applied, any remaining non-whitecap, transient bright features (e.g., glint) are removed from the signal using a de-spiking procedure based on feature duration. Any bright features lasting <2 s are considered glint features and deemed non-whitecap.

3.3.3 Wave breaking metrics

Fractional whitecap coverage can be calculated as the fraction of the total record that was identified as a whitecap feature. Coverage can be parsed into stages (e.g., A and the $\alpha$-plume, B and the $\beta$-plume, and finally the $\gamma$-plume) by specifying intensity intervals representative of each stage (e.g., Moore et al. [1998]). Intensity (or brightness) intervals can be chosen to be consistent with the published physical properties of the A, B and $\gamma$-plume stages [Donelan et al., 1972; Bondur and Sharkov, 1982b; Stabeno and Monahan, 1986; Bortkovskii, 1987; Monahan, 1989; Callaghan, 2013].

The sampling duration for producing statistically robust fractional whitecap coverage estimates must be considered. If the record length is too short, the variance will be too high to produce stable whitecap metrics. In theory, under strong forcing conditions with whitecap coverage O(0.01), 10 whitecap
realizations are retrieved per every 1,000 points recorded, which corresponds to a ~140 s or a 2 minute record. For low coverage days (e.g., W~0.001), 10 points of whitecap realizations are retrieved per every 10,000 points recorded, which corresponds to a ~1400 s or 23 min record. For comparison purposes, 20-minute segment lengths, which can resolve fractional coverage O(10−4), are commonly reported when using digital imaging techniques. In reality, whitecaps are non-uniform in space and time and breaking frequency is strongly dependent on the forcing conditions (see Section 2.2). A sensitivity analysis illustrating the space-to-time relationship is presented below based on the Southern Ocean data. Finally, The relationship between neutral wind speeds at 10 m and radiometrically-retrieved whitecap coverage estimates was investigated using ordinary least squares and compared to previously published wind speed-whitecap parameterizations (e.g., Monahan and O’Muirchaertaigh [1980] and Stramska and Petelski [2003]).

The radiometric approach also allows for the estimation of other whitecap metrics beyond fractional coverage. For example, a whitecap decay rate τ can be estimated from $R'$ estimated for individual whitecap events considered to be complete. Following Monahan and Zietlow [1969], τ is calculated as the exponential fit from the $L'$ or $R'$ measured at the initial time of the peak (0) to the final whitecap realization ($t_f$) where $t$ is ($t_f - t_0$) following:

$$ LE R'(t_f) = LE R'(t_0) e^{-t/\tau} $$

The duration and maximum brightness of each measured whitecap was used to identify full or near full events (rather than partial events) for calculating decay rate and intensity metrics. When applied to the upper 75th percentile in duration and brightness, the $e$-folding times produced using the radiometric method were found to be comparable to those published in the literature (e.g., ~3.5 to 4.5 s) [Monahan and Lu, 1990; Callaghan, 2013].
The measured radiance can also be integrated over the time length of the whitecap to provide an indicator of the magnitude of the whitecap event. This term, defined here as the whitecap reflectivity factor, physically related to the breaking intensity, \( I \) can be estimated from the \( L' \) or \( R' \) measurements from the start of the feature \( (t_i) \) to the end of the feature \( (t_f) \) following:

\[
I = \int_{t_i}^{t_f} R'(t) dt
\]

3.4. Measurements

The methodology presented here was evaluated using data collected as a part of the Southern Ocean Gas Exchange Experiment (SO Gasex) conducted on the NOAA ship the \textit{R.V. Ronald H. Brown} in the Atlantic sector of the Southern Ocean (50°S, 40°W) from March 7 to April 4, 2008. The primary objective of SO GasEx was to measure gas transfer at high wind speeds and to identify predictors, in addition to wind, for estimating gas transfer [Ho et al., 2011]. Bubbles generated by breaking waves were measured as a part of this study [Randolph et al., 2014]. A Lagrangian approach was taken to study relevant physical, chemical, and biological processes.
Two tracer patches were deployed lasting 6 and 15 days in duration, respectively. Measurements were collected at stations primarily north of South Georgia Island at a latitude of 51°S in a region characterized by moderate phytoplankton biomass and prone to high wind conditions, as shown in the satellite-derived average QuikSCAT wind speed imagery for March 2008 (Figure 3). During yeardays 75 to 77, the sampling stations were located approximately 300 km further south at a latitude of 54°S in waters surrounding South Georgia Island.

3.4.1. Radiometry

Radiometric data were collected as a 0.5-2.5 hour time series while on station and from 11:00 to 16:00 GMT, during which the ship maintained a constant heading. Three radiometric sensors were deployed, including a downwelling irradiance sensor measuring $E_d$ ($\mu$W cm$^{-2}$ nm$^{-1}$) and down-looking and sky-viewing radiance sensors measuring $L_r$ ($\mu$W cm$^{-2}$ nm$^{-1}$ sr$^{-1}$) and $L_{sr}$ ($\mu$W cm$^{-2}$ nm$^{-1}$ sr$^{-1}$), each with 7 channels between 412 and 680 nm (10 nm spectral bandwidth) (Figure 4). The downwelling irradiance and sky-viewing radiance signals were collected to aid in the development of the methods, but are not essential for implementation of the method. The radiance sensors have a 9° FOV and were deployed from the bow of the ship, 5.5 m above the waterline. The downwelling irradiance sensor was mounted upward-looking and in a location unaffected by ship-shadow on the jackstaff of the ship at 18 m. The sea and sky-viewing radiometers were deployed at the bow and set to maintain the viewing angles outlined in Section 3.1. The down-looking radiometer was positioned ~8 m above the water surface, resulting in an ~1.5 m instantaneous field of view. Radiometric data was processed in Prosoft (Satlantic, Inc.) to produce calibrated, dark corrected data interpolated onto common time coordinates.
Figure 4: The three radiometric sensors deployed during SO GasEx, including (a) a downwelling irradiance sensor mounted on the top of the jackstaff at 18 m and (b) down-looking and (c) sky-viewing radiance sensors deployed at the bow. The downwelling irradiance and sky radiance signals are used as ancillary data and are not required in retrieving whitecap metrics. Proper viewing angles were maintained using a computer-based system that calculated the sun’s azimuth angle relative to the ship and adjusted the position of the detectors using a stepping motor. A Bruce Bowler (Bigelow Research Labs) design, now available commercially.

3.4.2. Upper Ocean Dynamics

In addition to radiometric measurements, whitecap coverage was estimated using high-resolution digital images from two Imperx CCD cameras sampling 100 m² areas at 5 Hz from the Flying Bridge (port and starboard side looking) of the RV Ronald Brown [Zappa et al., 2012]. Lens distortion effects were removed following Bouguet [2004] and a motion correction (i.e., pitch, roll and yaw) was applied using the inertial motion unit measured angular rates. Background intensity gradients were removed and breaking statistics were determined using the approach of Callaghan and White [2009].

Neutral wind speeds at the reference height of 10 m ($U_{10n}$), were measured using an air-sea flux package deployed on the jack-staff of the ship [Edson et al., 2011]. The wave frequency spectrum from 0.03 to 1.2 Hz was determined by combining measurements from a Wave Monitoring System (WaMoS II), a
Riegl LD-90 laser altimeter, and a TSKA SWHM wave height meter [Cifuentes-Lorenzen et al., 2013]. Wave field statistics, including the significant wave height of the dominant waves ($H_s$) and the phase speed at the spectral peak ($c_p$) were determined from the measured wave frequency spectrum. Variables describing the state of the wind-wave field, including inverse wave age or wind forcing ($U_{10}/c_p$) were also derived from the measured wave number and frequency spectra. For open ocean conditions, high inverse wave age values (i.e., $U_{10}/c_p > 0.82$) are considered young or developing seas, while low values (i.e. $U_{10}/c_p < 0.82$) are considered old or developed seas. The threshold, $U_{10}/c_p \sim 0.82$, is considered mature or fully developed. Wind and wave metrics were used to investigate deviations in the radiance-derived whitecap coverage from the published wind speed-whitecap parameterizations (e.g. Monahan and O’Muircheartaigh [1980]).

3.5. Assessment

The large range in the meteorological, sea, and sky conditions (e.g., wave age, wind speed, cloud cover) measured during SO GasEx make the dataset ideal for assessing the robustness of the methodology presented here and in identifying its limitations (Table 1). A sensitivity analysis illustrating the record length necessary for retrieving a stable whitecap measurement is presented. Potential sources of error using Path 1 and 2 are addressed and recommendations for their application are made. A comparison between radiometrically-retrieved coverage and coverage from the traditional, digital imaging technique is presented. Radiometrically-retrieved whitecap measurements are presented in the context of concurrently measured meteorological and oceanographic data. The dependence of the whitecap coverage estimated here on wind speed is explored using ordinary least squares and the resulting relationship is compared to previously published and widely accepted wind speed-whitecap parameterizations.
Table 1: A summary of the fractional whitecap coverage estimates from the radiometric ($W_R$) and digital imaging ($W_D$) techniques in wind speed increments of 2 m s$^{-1}$. The difference between the mean whitecap coverage estimates for each bin from the two techniques is reported and the mean values were compared using a left-tailed t-test assuming unequal variances. When the two means were determined to be statistically significantly different ($\alpha=0.05$), the p-values were reported. Other oceanographic measurements including the significant wave height ($H_s$), inverse wave age ($U_{10}/c_p$, where $c_p$ is the peak phase speed in m s$^{-1}$), and the range in atmospheric stability ($\Delta T=T_{air}-T_{water}$) are presented to offer context for the $W$ results.

<table>
<thead>
<tr>
<th>Wind speed range</th>
<th>$n$</th>
<th>$W_R$ (ste)</th>
<th>$W_D$ (ste)</th>
<th>$d_{25QR}$ (factor)</th>
<th>$p$-value ($\alpha=0.05$)</th>
<th>$H_s$ (m)</th>
<th>$U_{10}/c_p$ (range)</th>
<th>$\Delta T$ ($^\circ$) (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4-6</td>
<td>7</td>
<td>0.0019 [0.0011]</td>
<td>0.0012 [0.0004]</td>
<td>1.6</td>
<td>7.2</td>
<td>0.29 - 0.43</td>
<td>-0.13 - 0.99</td>
<td></td>
</tr>
<tr>
<td>6-8</td>
<td>5</td>
<td>0.0092 [0.0026]</td>
<td>0.0016 [0.0004]</td>
<td>5.8</td>
<td>0</td>
<td>12.4</td>
<td>0.36 - 0.63</td>
<td>0.01 - 1.95</td>
</tr>
<tr>
<td>8-10</td>
<td>35</td>
<td>0.0150 [0.0012]</td>
<td>0.0054 [0.0007]</td>
<td>2.8</td>
<td>0</td>
<td>13.4</td>
<td>0.38 - 0.64</td>
<td>-3.05 - 2.38</td>
</tr>
<tr>
<td>10-12</td>
<td>11</td>
<td>0.0194 [0.0029]</td>
<td>0.0087 [0.0010]</td>
<td>2.2</td>
<td>2.0x10$^{-4}$</td>
<td>13.4</td>
<td>0.42 - 0.72</td>
<td>-0.47 - 2.61</td>
</tr>
<tr>
<td>12-14</td>
<td>21</td>
<td>0.0315 [0.0026]</td>
<td>0.0202 [0.0027]</td>
<td>1.6</td>
<td>1.7x10$^{-2}$</td>
<td>5.14</td>
<td>0.68 - 0.97</td>
<td>-2.41 - 3.16</td>
</tr>
<tr>
<td>&gt;14</td>
<td>6</td>
<td>0.0546 [0.0007]</td>
<td>0.0337 [0.0042]</td>
<td>1.6</td>
<td>2.4x10$^{-2}$</td>
<td>7.7</td>
<td>0.97 - 1.05</td>
<td>1.37 - 1.57</td>
</tr>
</tbody>
</table>

*Factor of 2.6 difference on average

Over 35 hours of radiometric data collected while on station in the Southern Ocean was used to assess the whitecap retrieval methodology presented here. The use of a single sensor (i.e., Path 1), which makes for a simple deployment and eliminates the need for two inter-calibrated radiometers, was considered here. Under most sea and sky conditions in this study, the baseline removal provided an effective means of accounting for both changing illuminations conditions and water column optical properties. Three, 20-minute $L_t$ records collected under low (~3 m s$^{-1}$), moderate (~7 m s$^{-1}$), and high (14 m s$^{-1}$) wind conditions illustrate the strengths and limitations of following the Path 1 approach (Figure 5). While on station,
variation in $L_w$ within the 15 s time interval was negligible and was accounted for in the Path 1 baseline removal. The running minimum was also effective in capturing most changes in $E_d$ over a large dynamic range (Figure 5a). However, when the trend in $E_d$ was steep and negative over time (Figure 5a inset; Figure 6 black line), the moving minimum filter underestimated the baseline, resulting in an overestimation of $L'$ (Figure 5d, inset). While the moving minmax filter was not optimal under these conditions, the resulting slight overestimation did not produce an overestimation of $W$ because the affected samples remained below the magnitude threshold.
Figure 5: 20-minute records of $L_t$ (black circles) and moving minmax filtered $L_t$ (grey circles) collected under (a) low (yearday 86, mean $U_{10}$~3 m s$^{-1}$) (b) moderate (yearday 89, mean $U_{10}$~7 m s$^{-1}$) and (c) high (yearday 76, mean $U_{10}$~10 m s$^{-1}$) wind conditions and (d,e,f) the associated $L'$ signals (black circles) shown with the detrended $L_t$ signal for reference. (a, inset) Steep trends in downwelling irradiance (see Figure 7) are not well captured by the moving minmax filter, (d, inset) resulting in an overestimation of $L'$. (c, inset) For whitecap events lasting longer than 15 s in duration, the moving minmax filter (15 s window) will erroneously remove a portion of the whitecap feature with the baseline when following the Path 1 approach.

While the Path 1 approach was effective at capturing breaking events lasting 15 s or less in duration (e.g., Figure 5b, e), high intensity breaking was better characterized and quantified following the Path 2 approach. For whitecap events lasting longer than 15 s, local minima occur within the event itself, therefore a portion of the whitecap feature was removed with the baseline (Figure 5c, f). Small window sizes did not impact the coverage metric because the foam features remained well above the magnitude threshold, but they appeared less bright resulting in an underestimation of breaking intensity. The Path 2 approach used $E_d$ to account for changing illumination conditions to maximize the window size. Under overcast sky conditions (e.g., sun not visible), irradiance data were not affected by an $E_d$ sensor tilting ~3° in any direction due to ship motion and no filtering was required. Under non-uniform or clear sky conditions (true for three SO GasEx stations, including days 75, 76, and 94), low magnitude fluctuations in a non-gimbaled $E_d$ instrument occurred due to slight changes in the look angle from ship motion (Figure 6). The small, motion-induced fluctuations in $E_d$ resulted in large variance noise in $R$ and the high frequency $E_d$ data were filtered using a moving average based on the maximum time extent of the peak in the $E_d$ frequency spectrum (Figure 7).
Figure 6: 20-minute records of $E_d$ corresponding to the $L'$ records in Figure 6 for yeardays 86 (black line), 89 (light grey line), and 76 (dark grey line) experiencing low, moderate and high wind speeds. Cloud conditions, presented in eighths, were 6/8, 8/8 and 2/8 respectively, where 0/8 indicates clear skies and 8/8 indicates overcast. Mostly clear skies on Day 76 resulted in an evenly distributed, high frequency, low magnitude variance throughout the record due to ship motion as the look angle of the detector tilted ~3° into and out of the plane of the sun (dark grey line).
Figure 7: (a) The peak in the power spectrum of the $E_d$ signal (denoted by the black dotted line), which coincides with the period of the swell, was used to remove the (b, c; grey line) low magnitude fluctuations in $E_d$ due to slight changes in the look angle as a result of ship motion. (b, c; black line) Under non-uniform or clear sky conditions, the high frequency $E_d$ data was filtered using a moving average where the window length was based on the maximum time extent of the (a, black x) PSD peak (i.e., 14 s).

The Path 2 approach was used to detect and evaluate the long (~35 s) whitecap events observed during Day 76. Whitecap metrics were calculated for each 20-minute segment of radiometric data (8400 samples). The $E_d$ signal was filtered using a moving average, order 1 with a window size of 14 s (Figure 8). The ratio of the raw $L$ data to the moving-average filtered $E_d$ data produced the reflectance term, $R$. Application of the running minmax filter with a window size of 35 s to the $R$ signal resulted in a baseline that did not erroneously include a portion of the whitecap feature, unlike when the minmax filter with a 15 s window was applied to $L$ (Figure 8a and b, pluses). The moving minimum approach offered only a low frequency approximation of the ambient illumination conditions whereas a high frequency measurement of $E_d$ was used in the calculation of $R'$, therefore the shapes of the $L'$ and $R'$ signals were similar but not identical (Figure 8, example indicated with stars).
Figure 8: (a) When applied to a 35 s whitecap feature in $L'$ following Path 1 (black circles), the running minmax filter with a 15 s window size produced a baseline (grey circles) that included a portion of the whitecap (grey plus), since local minima occur within the event itself. (b) A 35 s window size applied to the $R$ signal resulted a baseline that did not erroneously include a portion of the whitecap feature (grey plus). (c, d) The moving minimum approach offered only an approximation of the ambient illumination conditions (unlike the $E_d$ measurement used in the calculation of $R'$), therefore the shapes of the $L'$ and $R'$ signals were similar but not identical (examples indicated with stars).

Observations in the $L'$ or $R'$ record greater than the defined magnitude threshold were identified as whitecap candidates (Figure 9, +s). The extent of the IQR (the 25th to 75th percentiles identified by the extent of the boxes in Fig. 9b) was determined by the intensity of surface reflected skylight ($L_r$), dependent on the solar zenith angle, viewing geometry, the wavy surface and the sky conditions, and presented as low magnitude, high frequency variance distributed nearly equally across the length of the record (Figure 10, a). The lower detection limit for whitecap samples in $L'$ or $R'$ is dependent on the
magnitude of $L_r$. When $L_r$ is large, the lowest magnitude features of the whitecap (e.g., the mature bubble plume) become indiscernible from the background. The remaining non-whitecap, transient bright features (included as whitecap candidates after applying the magnitude threshold) were removed from the signal using a de-spiking procedure based on event duration. Bright, glint-like features lasting < 2 s (14 samples) in length (easily identified in an $L'$ record which contains no whitecaps) were eliminated from the pool of whitecap candidates (Figure 10, b).

Figure 9: (a) Boxplot of $L'$ data and (b) an enlargement of the boxes showing the interquartile range (IQR), where the top and bottom of the box represents the 25th and 75 percentiles of $L'$ and the center of the box is the median. Whiskers are drawn to 2(IQR) and outliers (indicated by +s) are candidate whitecap samples. The quantity and magnitude of the outliers indicate the frequency and intensity of whitecaps.
Figure 10: The detrended (grey circles) total upwelling radiance ($L_t$) and baseline removed $L_t$ ($L'$) signals for a low wind speed day (Day 94, $U_{10}\sim5.66$ m s$^{-1}$) with no whitecaps. (a) Most of the variance in the $L'$ signal is attributable to reflected skylight ($L_r$) (b) A bright feature in the $L'$ signal exceeds the magnitude threshold requirement identifying whitecaps, but is removed from the pool of whitecap candidates in the duration filter.

The resulting $L'_w$ and $R'_w$ records were used to calculate a selection of whitecap metrics. For events including Stages A and B of the whitecap, metrics describing individual events can be estimated. Decay and intensity metrics were calculated for whitecap events with duration and maximum radiance values above the 75th percentile for the record. For example, e-folding time and breaking intensity, were estimated for short (~12 s) and long (~30 s) breaking events measured during high wind speed (14 m s$^{-1}$) conditions (Figure 11). An exponential fit to the binned $R'_w$ data produced an e-folding time of ~4 s for both events. An example of a decay rate retrieval from binned $L'_w$ data for a single, short (~12 s) event can be found in Figure 14c. The lower magnitude ($R'_{w_{\text{max}}}$~0.36), but longer lasting, breaking event produced an intensity metric of 3.5, while the higher magnitude ($R'_{w_{\text{max}}}$~0.66) short-lived event had an
intensity of 2.2. The average reflectivities (e.g., approximate albedo) of these breaking events were 20% (σ²=0.16) and 11% (σ²=0.08) respectively. The maximum whitecap albedo (LER) for the record (U₁₀N ~ 9 to 15 m s⁻¹) was 68%. On average, whitecap albedo ranged from 13% to 27%.

Figure 11: (a) An exponential fit to the binned $R'_w$ data from a short (~12 s) breaking event measured during high wind speed conditions (14 m s⁻¹) produced an $e$-folding time of 4.3 s, an intensity ($I$) of 2.2, and an average reflectivity of 0.20 (σ²=0.16). (b) The lower magnitude ($R'_wmax$~0.36) but longer lasting (~30 s) breaking event produced an $e$-folding time of 4.2 s, an intensity metric of 3.5 and an average reflectivity of 0.11 (σ²=0.08).

Whitecap retrievals in the $L'_w$ and $R'_w$ records were also used to calculate fractional whitecap coverage. Substantial scatter exists in the relationship between wind speed and fractional whitecap coverage, primarily because the extent of the sea surface covered by whitecaps at any given time is dependent on many additional factors (e.g., marine atmospheric boundary layer stability, wind duration, fetch, sea state, etc.) (e.g., Ross and Cardone [1974], Monahan and Monahan [1986], Bortkovskii and Novak [1993], Hanson and Phillips [1999], Zhao and Toba [2001], Stramska and Petelski [2003], and Woolf [2005]), but
also because of uncertainty in $W$ due to undersampling [Callaghan and White, 2009]. Coverage estimates were produced using 5, 10, 20 and 30-minute segment lengths for stations experiencing different physical forcing conditions (Table 1; Figure 12). The number of samples included in each coverage estimate from the point-based radiometric approach is somewhat analogous to the number of images analyzed per $W$ estimate using digital imaging.

Surface drift velocities estimated using atmospheric friction velocities measured in the Southern Ocean were $O(10^{-1})$ m s$^{-1}$ (see Section 3.2.2.). For an IFOV of $\sim$1.5 m and an average drift velocity of 0.3 m s$^{-1}$ (i.e. wind friction velocity $\sim$0.56 m s$^{-1}$) under 12 m s$^{-1}$ wind speed conditions, a record length of 20 minutes produces an equivalent area of $\sim$1.74 km$^2$. The predicted fractional whitecap coverage under these conditions is $\sim$0.023. To test whether the record length is long enough to provide a good statistical sample, the number of independent events was estimated the area of individual whitecaps (0.75 to 2 m$^2$) from Bondur and Sharkov [1982a]. For a 12 m s$^{-1}$ wind speed and an individual whitecap area of 1.5 m, the number of predicted events is 26. Under similar conditions in the Southern Ocean (i.e., day 76), the radiometric method captured 8 to 13 independent events, $\sim$29 to 50% of the total number of predicted events. If the area of the individual whitecaps increases, as would be expected with an increase in forcing, the number of predicted events decreases (e.g., for $a_{wc} = 2$ m$^2$, $N=16$) and the capture rate for the radiometric method increases (e.g., 53 to 81% of the predicted events).
Figure 12: Whitecap coverage retrieval as a function of cubic wind speed using 10 (open circles), 20 (grey circles) and 30 (black circles) minute record lengths based on a 4(IQR) threshold for direct comparison to the 20-minute fractional whitecap coverage estimates retrieved using digital imagery.

During SO GasEx, 94 20-minute records were used in the Path 1 radiometric method to produce whitecap coverage estimates ranging from $1.2 \times 10^{-4}$ to 0.076 (Figure 13, black circles, black errorbars). Nearly all (87%) of the radiometric coverage estimates were collected within 4 hours of those retrieved using digital imagery (Figure 13, grey circles, grey errorbars). The standard error metric in Figure 13 gives an indication of the spread in the whitecap coverage estimates retrieved each day (over a 1-4 hour period). The number of whitecap estimates produced by the radiometric and digital imaging techniques are not uniform across days ($n \sim 1-8$).
Figure 13: The wind speed record from SO GasEx (grey line) and the 94 fractional whitecap coverage retrievals using the Path 1 radiometric approach (black circles) with the standard error calculated for the data collected on each day (1 ≤ n ≤ 8) and the 80 whitecap coverage estimates retrieved using the digital imaging approach (grey circles) and the standard error for each day (1 ≤ n ≤ 6).

The large changes in whitecap coverage over short time scales made the direct comparison between coverage retrievals collected using the different techniques challenging. For example, 160 minutes of radiometric data were collected on yearday 76, resulting in eight coverage estimates (Figure 14a, b). Over a two-hour period during increasing wind forcing (Figure 15, blue line), a four-fold increase in whitecap coverage, from 0.018 to 0.076, resulted (Figure 15, black circles, black line). Four hours earlier on day 76, a fractional coverage of 0.0069 was estimated using digital imagery, an 89% difference relative to the nearest radiometrically derived coverage (Figure 15, black square). All radiometric data and digital imagery were collected with a host of meteorological measurements and proximal in time to one another. Because most of the coverage estimates retrieved using the two techniques were not within the same 20-minute interval, the whitecap coverage results were compared using the wind speed-whitecap relationship (Figure 16).
Figure 14: (a) Whitecap coverage estimates determined from (b) whitecap samples (black squares) identified in eight 20-minute records (black lines along the x-axis differentiate the eight segments) of $L'$ from Day 76 (grey circles) following Path 1. Duration, decay rate and intensity metrics were determined for each event (black squares in b). (c) An example of a decay rate retrieval from binned $L'_W$ data (black circles) for a single event (dashed box in b) yielded an e-folding time of ~3.5 s for an event lasting 12 s in duration.

Figure 15: The wind speed record for yearday 76 (blue line, left y-axis) and the eight fractional whitecap
coverage estimates using the Path 1 radiometric approach (from Figure 13) (black line, black circles; right y-axis) and digital imagery (black square).

Coverage estimates retrieved using the radiometric (black lines, black points with standard error) and digital imaging (grey lines, grey points with standard error) techniques were compared by binning the data according to the neutral wind speed at 10 m ($U_{10N}$) in 2 m s$^{-1}$ increments (Table 1; Figure 16a). Although $U_{10}$ has been used to examine the wind-speed whitecap relationship in previously published research, here, in order to account for atmospheric stability, $U_{10N}$ was used. For winds speeds < 6 m s$^{-1}$, there was no statistically significant difference whitecap coverages estimated using the two techniques, however whitecaps are rarely seen under these wind conditions. For wind speeds $\geq$ 6 m s$^{-1}$, the radiometric approach (Paths 1 & 2) produced coverage estimates that were consistently statistically significantly higher ($\alpha = 0.05$) than the digital image analysis ($0 \leq p$-value $\leq 0.024$), perhaps because it captures more of the whitecap feature, including the mature bubble plume. The difference between the coverage estimates was minimized when the magnitude threshold was increased from 2 to 4(IQR) to capture only the brightest features corresponding to Stage A whitecaps (Figure 16b). The use of a higher threshold with the radiometric data resulted in the retrieval of strictly the foam features, similar to retrievals using the digital imaging technique, which successfully differentiates the foam feature from the background, but does not see the bubble plume (Figure 17).
Figure 16: Whitecap coverage estimated using the radiometric (Path 1, black circles) and digital imaging (grey circles) techniques were binned according to neutral wind speeds in 2 m s\(^{-1}\) increments (e.g., 4-6 m s\(^{-1}\), 6-8 m s\(^{-1}\), etc.). The mean whitecap coverage for each technique and wind speed increment were compared using a [left-tailed] t-test under the assumption of unequal variances. (a) The radiometric approach produced coverage estimates that were consistently statistically significantly higher than the digital imaging approach for \(U_{10} \geq 6\) m s\(^{-1}\). (b) The use of a 4(IQR) magnitude threshold, which included only the bright foam features in the estimation of \(W\), minimized the difference between whitecap coverage estimates using the two techniques.
Figure 17: (a) High resolution digital imagery of whitecaps in the Southern Ocean collected using Imperx video cameras sampling 100 m² at 5 Hz [Zappa et al., 2012]. The Background intensity gradients (e.g., panel b) were removed (e.g., panel c) and a threshold was applied to identify pixels containing foam. (e) Whitecap coverage was estimated using the whitecap pixel area (e.g., panel d) for the three frames in panel (a) following the approach of Callaghan and White [2009].

The optimal fit of the radiometrically estimated whitecap coverage (Path 1) to the neutral windspeed at 10 m was determined using ordinary least squares (condition number O[10¹]). Whitecap coverage showed a near cubic dependence on wind speed (Figure 16a, black line) when the 2(IQR) threshold was used to capture the full whitecap feature. When the difference between whitecap coverage measured radiometrically (Figure 16b, black line) and using the digital imaging technique (Figure 16b, grey line) is
minimized (i.e., 4[IQR]), whitecap coverage showed a dependence on wind speed that is to the \(~4^{th}\) power and includes 88% of the total whitecap feature retrieved using the 2(IQR) threshold.

Figure 18: The relationship between wind speed ($U_{10N}$) and whitecap coverage ($W$) retrieved using the radiometric method was estimated using ordinary least squares (dark grey line). Other wind speed-whitecap parameterizations (based on the instantaneous wind speed at 10 m), including the Monahan and O’Muircheartaigh [1980] ordinary least squares (MM$_{OLS}$) and robust biweight fitting (MM$_{RBF}$) parameterizations (green lines) and the Stramska and Petelski [2003] parameterization for developed seas (blue line) are shown for comparison. The relationship between the neutral windspeed at 10 m ($U_{10N}$) and whitecap coverage relationships for 3(IQR) (medium grey line) and 4(IQR) (light grey line, grey points with standard error) and retrieved using digital imagery (black line and points with standard error) are also presented.

Previously published, widely recognized wind speed-whitecap relationships, including the Monahan & O’Muircheartaigh [1980] parameterizations using ordinary least squares (MM$_{OLS}$; Figure 18, dark green line) and robust bi-weight fitting (MM$_{RBF}$; Figure 18, light green line) and the Stramska and Petelski
(2003) (Figure 18, blue line) parameterization for developed seas (most appropriate for the SO GasEx dataset, see Table 1) are included for comparison. Increasing the magnitude threshold to 3(IQR) (Figure 18; medium grey dashed line) produced a wind speed-whitecap relationship most comparable to the widely used Monahan and O’Muircheartaigh [1980] parameterizations, particularly for wind speeds < 15 m s⁻¹, and includes 92% of the whitecap feature captured by 2(IQR). Further increasing the magnitude threshold to 4(IQR) (Figure 18, light grey dashed line) included 88% of the total whitecap feature retrieved using the 2(IQR) threshold.

The radiometric approach is conservative in its design to minimize the risk of producing false positive errors in the estimates of whitecap metrics. As a result, the high magnitude threshold (i.e. 2[IQR]) and the added duration filter (i.e. > 2 s) could result in the exclusion of the final portion of the mature or decaying bubble plume and of any foam streak or spume line features present. Also, certain environmental conditions result in the loss of some whitecap features or preclude the use of the radiometric method altogether. Surface reflected skylight determines the detection limit for whitecaps. When $L_r$ is large, the darker, lower magnitude whitecap features (i.e., the mature bubble plume) cannot be differentiated from surface reflected skylight and are not included as a whitecap retrieval in either the Path 1 or 2 approach. Although not seen here, strong trends in downwelling irradiance that are not effectively captured following Path 1 could, in extreme cases, result in false positive whitecap identification. Under such conditions, the Path 2 approach is recommended. The radiometric technique is not recommended for use under erratic downwelling irradiance conditions (i.e., spikey $E_d$ signal) when the $E_d$ sensor is not gimbaled. Under such conditions, the Path 1 approach would not effectively capture the changing illumination conditions in the baseline estimation, producing false-positive whitecap identifications. Similarly, the filtering necessary to correct the downwelling irradiance data for ship motion using the Path 2 approach (i.e., moving average with a window size based on the period of the swell) will not preserve fleeting spikes in $E_d$, resulting in erroneous $R'$ values.
3.6. Conclusions

The methodology for retrieving whitecap statistics described here is simple, automated and robust, using radiometers mounted on a ship or mooring. The nature of the measurement allows more of the decaying whitecap feature, the surface manifestation of the gamma plume following Monahan and Lu [1990], to be retrieved than the traditional digital imaging approach. Capturing the mature portion of the whitecap (i.e., bubble plume) has implications for gas transfer, specifically for lower solubility gases (e.g., Woolf and Thorpe [1991]), and the production of primary marine sea salt aerosols (e.g., Monahan et al. [1986]). When only the bright, foam features are included in the radiometric estimation of \( W \) (e.g., 4[IQR] threshold), strong agreement was found with coverage measured concurrently using digital imagery collected in the Southern Ocean. When the tail-end of the bubble feature is excluded from the whitecap coverage estimate (e.g., 3[IQR] threshold), strong agreement can be found between the radiometrically derived and previously published wind speed-whitecap parameterizations (e.g., Monahan and O’Muircheartaigh [1980]).
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4. Spectral reflectance of whitecaps and bubbles: impact on ocean color remote sensing

4.1. Background

In Chapter 3, the use of radiometric techniques for measuring whitecaps and bubbles from breaking waves in the Southern Ocean was evaluated. In addition to an enhancement in the magnitude of reflectance, whitecaps also show a marked influence on the spectral shape of reflectance. As a result, the presence of whitecaps produces error in the correction routines used to process ocean color imagery and therefore in the estimation of a host of ocean color derived biogeochemical parameters from space. This
is particularly true when applying semi-analytical models that incorporate the magnitude of the reflected light in addition to the spectral distribution (\textit{i.e.} Lee \textit{et al.} [2002]; Maritorena \textit{et al.} [2002]; Roesler \& Boss [2002]; Balch \textit{et al.} [2005]). For example, the application of the two-band, semi-analytical ocean color algorithm for retrieving particulate inorganic carbon concentration (PIC) from above water reflectance measurements in the blue (443 nm) and green (555 nm) wavelengths generated estimates that were two to three times the PIC measured in the water column in the Southern Ocean [Balch \textit{et al.}, 2011]. It was hypothesized that the presence of bubbles was the source of additional scattering that was misallocated as PIC. Although a full investigation on the effects of whitecaps on ocean color is beyond the scope of this dissertation, preliminary results from a dataset collected in the Southern Ocean identify ways in which to improve the current whitecap correction routine applied to ocean color imagery.

The current approach for quantifying whitecap reflectance for ocean color remote sensing estimates a fractional whitecap coverage based on wind speed and then assumes a fixed spectral reflectance associated with the whitecap [Franz, 2015]. Specifically, fractional whitecap coverage ($W$) is assumed to be empirically related to wind speed following Stramska and Petelski [2003]; to have a 22\% effective reflectance following Koepke [1984]; and to have a near-infrared wavelength dependence following Frouin \textit{et al.} [1996]. The effective reflectance term, the product of the reflectance of dense foam, 55\% according to Whitlock \textit{et al.} [1982] and Stabeno and Monahan [1986], and an efficiency factor of $0.4 \pm 0.2$, carries a high amount of uncertainty. It accounts for the average reflectance of an individual whitecap from the active, breaking phase (Stage A) through the quiescent or mature phase (Stage B), where spatial extent increases and reflectance decreases with age. The age distribution of whitecaps is assumed constant, thus the mean effective reflectance of an individual whitecap is used with the wind estimated fractional whitecap coverage to determine the area weighted whitecap reflectance, generally spanning an area of several pixels [Koepke, 1984; Gordon and Wang, 1994].
Large errors can occur from implementation of the whitecap correction routine, reportedly due to the wind speed-whitecap coverage relationship [Bailey, 2009]. This is particularly true for high latitude regions experiencing frequent strong winds and high void fractions [Flatau et al., 2000]. Furthermore, the application of the Frouin et al. [1996] approach to include a spectral dependence in the near infrared can result in overestimation of whitecap reflectance in regions experiencing high wind speeds (>12 m s\(^{-1}\)) that result in negative normalized water leaving radiance retrievals [Gordon and Wang, 1994; Gordon, 1997]. To avoid this outcome, a single, fixed correction is applied to any regions experiencing wind speeds greater than 12 m s\(^{-1}\). Reflectance due to residual whitecaps is incorrectly treated as enhanced aerosol reflectance. Such assumptions can lead to inaccurate derivations of water-leaving radiance and/or a loss of otherwise useable data.

The current whitecap correction approach also assumes that whitecaps are spectrally flat in the visible wavelengths. Indeed, foam shows a spectrally flat response in that it reflects equally across all visible wavelengths and appears white (e.g., Stabeno and Monahan [1986], Frouin et al. [1996], Moore et al. [2000]). As the whitecap matures, however, a decrease in reflectance occurs in the red portion of the spectrum due to the strong absorption properties of water molecules [Frouin et al., 1996; Moore et al., 1998]. Furthermore, the spectral shape in the blue and green changes depending on the optical properties of the water itself [Moore et al., 1998; Stramski and Tegowski, 2001; Kokhanovsky, 2004; Zhang et al., 2004]. The effect of whitecaps on the magnitude and shape of visible light leaving the ocean surface has been presented in previously published studies (e.g., Koepke [1984], Frouin et al. [1996], Moore et al. [2000], Stramski and Tegowski [2001], and Zhang et al. [2002]). However, most of these measurements were collected over ship-generated foam and bubbles (e.g., Moore et al. [1998]) or their effects were modeled using radiative transfer (e.g., Stramski and Tegowski [2001]) and none were directly compared to whitecap metrics measured simultaneously using traditional techniques (e.g., Monahan and Spillane, [1984]).
Here, the whitecap correction routine used to process ocean color imagery is evaluated for its effectiveness in the Southern Ocean using optical, radiometric, meteorological and oceanographic measurements collected during the Southern Ocean Gas Exchange Experiment (SO GasEx). First, the relationship between wind speed and whitecap coverage measured radiometrically and using high resolution digital imagery is compared to the parameterizations used in the former and current whitecap correction procedures (i.e., following Monahan and O’Muircheartaigh [1980] and Sramska and Petelski [2003]). Second, the signal of a whitecap-affected surface measured at the satellite (i.e., the area weighted whitecap reflectance) was estimated using both time-averaged measurements of in-water and above-surface radiometry collected at high frequency during strong wind conditions (i.e., containing whitecaps and bubbles) and reflectance measurements of the undisturbed sea surface (i.e., the ideal signal for deriving biogeochemical parameters from ocean color reflectance). The mean spectral enhancement in reflectance over a large footprint (e.g., 250 m² to 1 km²) due to the presence of whitecaps is presented. Third, the average spectral lambertian equivalent reflectance of individual whitecaps is presented and compared to the fixed, 22% effective reflectance of Koepke [1984]. The reflectance measured here is parsed into two, including that of foam, or the spectrally flat portion of the whitecap (directly comparable to that of Koepke [1984]) and that of bubbles, which has a spectral shape in the visible (i.e., 400 to 700 nm). Recommendations for the use of this and additional datasets (e.g., wave field parameters relevant to wave breaking and light scattering) to improve upon the current whitecap correction procedure are discussed.

4.2. Methodology

The enhancement in ocean color reflectance due to whitecaps was determined from radiometric measurements collected above and beneath the sea surface at a high sampling frequency over long time periods. A time-to-space comparison was made to approximate the enhancement in reflectance over a large, 250 m² to 1 km² footprint (i.e., that of ocean color sensors on satellite platforms) from point-based (IFOV~1 m) measurements. Descriptive statistics of whitecap reflectance, including the effective
reflectance following Koepke [1984], were calculated for breaking events extracted from the time series measurements of radiance using the methodology described in Chapter 3. Whitecap reflectance is presented in the context of the meteorological and biogeochemical conditions.

4.2.1. Radiometry

Time series measurements of the spectral reflectance of breaking waves were captured at high frequency (7 Hz) above the sea surface using a MicroSAS system (SeaWIFS Aircraft Simulator, Satlantic) comprised of three multispectral radiometers (OCR500, Satlantic), including a downwelling irradiance sensor measuring $E_d$ ($\mu$W cm$^{-2}$ nm$^{-1}$) and down-looking and sky-viewing radiance sensors measuring $L_r$ ($\mu$W cm$^{-2}$ nm$^{-1}$ sr$^{-1}$) and $L_s$ ($\mu$W cm$^{-2}$ nm$^{-1}$ sr$^{-1}$), each with 7 channels between 412 and 680 nm (10 nm spectral bandwidth). The irradiance sensor was mounted upward-looking at the top of the jackstaff at 18 m, where it was unaffected by ship-shadow. The sea and sky-viewing radiometers, deployed at the bow of the RV Ronald Brown approximately 5.5 m above the waterline (~1 m² instantaneous field of view), were configured to maintain proper viewing angles using a computer-based system that calculates the sun’s azimuth angle relative to the ship and adjusts the position of the detector using a stepping motor (see Balch et al. [2011]). The MicroSAS data collection procedures are presented in detail by Balch et al. [2011]. The subsurface, bubble contribution to reflectance was determined by measuring hyperspectral (350 nm to 800 nm, 1 nm spectral resolution) upwelling radiance at a high sampling frequency (7 Hz) using a Hyperspectral Tethered Radiometer Buoy (HTSRB, Satlantic) equipped with radiance sensors at 0.65 m, 2 m and 5 m below the sea surface. Upwelling radiance measured at the three depths was extrapolated to immediately below the air-sea interface using a linear fit to a log transformed profile. Transmittance across the air-sea interface was estimated following Mobley [1994]. See Chapter 3 for additional background on the radiometric quantities measured.

Single, point-based measurements of remote sensing reflectance collected using a hand-held spectroradiometer following the protocol described by Austin [1974], Carder and Steward [1985], Lee et
al. [2010]. Details on the collection of this data can be found in Lee et al. [2011]. The mean enhancement in reflectance due to breaking waves was determined by subtracting the background reflectance (i.e., reflectance of the undisturbed sea surface) from the mean of the 20 min time series of reflectance (see Section 4.2.4 for time-to-space comparison). At these stations, reflectance from the handheld spectroradiometer was compared to the lowest 5% of radiometric data collected using the MirocoSAS and HTSRB for consistency. For stations without data from the handheld spectroradiometer, the lowest 5% of radiometric data from both instruments was used to as the background reflectance.

In addition to remote sensing reflectance, $R_s$ (sr$^{-1}$), the lambertian equivalent reflectance (LER) was estimated by multiplying the MicroSAS and HTSRB measured upwelling radiance by pi. The time series LER of full individual whitecaps was extracted following the methodology presented in Chapter 3, Section 3.5. Descriptive statistics were calculated for all of the full whitecap events in the time series. The maximum and effective reflectance of the whitecaps measured here were compared to previously published values (e.g., Whitelock et al. [1982] and Koepke [1984]).

4.2.2. Whitecap detection and metrics

Whitecap events were identified in the time series measurements of upwelling radiance collected using the down-looking multispectral radiometer deployed as a part the MicroSAS system. Background radiance was removed using a min-max filtering technique. Bright features lasting less than 2 s in duration were assumed to be glint and were eliminated from further analysis. Details on the retrieval of whitecap metrics, including fraction coverage, using radiometry are presented in Chapter 3. Whitecap coverage was also estimated using high-resolution digital images from two Imperx CCD cameras sampling 100 m$^2$ areas at 5 Hz from the Flying Bridge (port and starboard side looking) of the RV Ronald Brown [Zappa et al., 2012]. Background intensity gradients were removed and breaking statistics were determined using the approach of Callaghan and White [2009].
4.2.3. Meteorological and oceanographic measurements

Neutral wind speeds at the reference height of 10 m ($U_{10}$), were measured using an air-sea flux package deployed on the jack-staff of the ship [Edson et al., 2011]. The wind friction velocity ($u^*$), used to estimate the surface drift velocity, was determined from vertical and horizontal velocity fluctuations using the direct covariance method [Edson et al., 2011]. The wave frequency spectrum from 0.03 to 1.2 Hz was determined by combining measurements from a Wave Monitoring System (WaMoS II), a Riegl LD-90 laser altimeter, and a TSKA SWHM wave height meter [Cifuentes-Lorenzen et al., 2013]. Wave field statistics, including the significant wave height of the dominant waves ($H_s$) were determined from the measured wave frequency spectrum. Wind and wave metrics are reported here to provide a context for the mean whitecap enhanced reflectance and the effective reflectance of whitecaps measured during SO GasEx.

4.2.4. Time-to-space comparison

Here, a spatial (~ 1 km$^2$) estimate of the mean enhancement in reflectance due to whitecaps was estimated from time series measurements of radiance sampled at high frequency within a small footprint. The spatial coverage captured using the point-based sampling approach was estimated from the instantaneous field of view (IFOV) of the instrument, the record length, and an estimate of the drift velocity (i.e., breaking velocity). For stationary radiance measurements (i.e., speed over ground < 1 m s$^{-1}$) collected while the ship maintained a constant heading into the wind, the surface area advected past the instrument, $A$, is

$$A(\Delta t, L, u_o) = \pi (L u_o \Delta t)$$

where $L$ is the diameter of the IFOV (m), $\Delta t$ is the time interval of sampling (i.e., record length), and $u_o$ (m s$^{-1}$) is the surface drift velocity. The surface drift velocity is assumed to be the advection velocity associated with a passing whitecap and was approximated following Wu [1983]:

$$u_o = \alpha u_*$$
where \( u_* \) (m s\(^{-1}\)) is the atmospheric friction velocity and \( \alpha \) is a numerical constant (\( \alpha = 0.53 \)). Here, record lengths were optimized so that \( A \sim 1 \text{ km}^2 \).

4.2.5. Optical and analytical measurements

Discrete measurements of chlorophyll \( a \) and total suspended material were made from surface water samples collected at each station. Chlorophyll \( a \) (Chl) was extracted and determined fluorometrically from filtered water according to Wright et al. [2005] and Welschmeyer [1994] and measured in triplicate for most stations [Lance et al., 2012a]. Total suspended material was determined gravimetrically following the procedure outlined in NASA’s Ocean Optics Protocols [Mueller et al., 2004]. Absorption by CDOM at 440 nm \([a_g(440)]\) was measured for water samples filtered through a 0.2 \( \mu \text{m} \) filter using an ultrapath spectroradiometer (WPI). Details on the analytical procedure for measuring \( a_g(440) \) can be found in Miller et al. [2002].

4.3. Results and discussion

4.3.1. The wind speed-whitecap coverage relationship

The wind speed-whitecap relationship based on fractional coverage retrievals using radiometry (black circles) and high-resolution digital imagery (grey circles) during a large range in wind (3 - 22 m s\(^{-1}\)) and wave (significant wave heights of 3 - 5 m) conditions in the Atlantic sector of the Southern Ocean showed substantial scatter, specifically at high wind speeds (Figure 1). The fractional whitecap coverage parameterization of Stramska and Petelski [2003] based on wind speed, currently used in the ocean color correction routines, was biased low for moderate wind speeds (\( i.e., 6 \) to 12 m s\(^{-1}\)) relative to whitecap retrievals from radiometry, which include the full whitecap from initiation through decay. The Monahan and O’Muircheartaigh [1980] parameterization, used in the original whitecap correction routine, produced an improved estimate of fractional coverage in the Southern Ocean for wind speeds < 12 m s\(^{-1}\). Strong agreement between the radiometrically derived whitecap coverage and the Stramska and Petelski [2003] parameterization was found among wind speeds in excess of 12 m s\(^{-1}\), however a fixed correction is
applied to ocean color imagery for these wind conditions. When compared to fractional whitecap coverage measured using high resolution digital imagery, which captured the brightest whitecap features (see Chapter 2), the Stramska and Petelski [2003] wind speed-whitecap relationship provided a better estimate than the formerly used Monahan and O’Muircheartaigh [1980] parameterization for wind speeds < 11 m s\(^{-1}\). During high wind conditions (≥ 11 m s\(^{-1}\)), however, the Monahan and O’Muircheartaigh [1980] approach provided a more accurate prediction.

Figure 1: The relationship between wind speed \((U_{10})\) and whitecap coverage \((W)\) retrieved using the radiometric method presented in Chapter 2 (black circles) and the traditional approach using high-resolution digital imagery (grey circles). Wind speed-whitecap parameterizations are shown for comparison, including Monahan and O’Muircheartaigh [1980], used in the original whitecap correction for ocean color imagery (equation 1, solid line).
line), and the Stramska and Petelski [2003] parameterization for developed seas (equation 2, dashed line) used in the new correction routine. For wind speeds > 12 m s$^{-1}$ (dotted line) a single, fixed correction is applied.

4.3.2 Enhancement in the mean spectral reflectance due to whitecaps

The strong effect of whitecaps on upwelling radiance over short (i.e., whitecap duration) time scales (see Chapter 3) results in a whitecap-induced enhancement in the mean of time series measurements of reflectance collected over a long (~20 min or more) sampling period, roughly equivalent to remote sensing reflectance for the ~1 km$^2$ pixel routinely measured using ocean color sensors on satellite platforms. The mean reflectance measurement containing foam and bubbles (Figure 2a, dark grey line with circles) and bubbles alone (Figure 2a, light gray line) show a change in the magnitude and spectral shape of reflectance when compared to measurements of the water column known to be whitecap free (Figure 2a, black line). The whitecap enhanced reflectance measured during high wind conditions ($U_{10}$~13 m s$^{-1}$) with wave breaking (Day 76, chlorophyll $a$~0.47 mg m$^{-3}$) demonstrated a magnitude increase of 40-50% in the blue (411 - 490 nm) and ~50-55% in the green (510 - 554 nm) portion of the spectrum measured above the surface (Table 1). Bubbles are the cause of the enhancement in reflectance in the green; the bubble plume at 0.65 m and deeper, observed in radiance measurements collected beneath the sea surface, produced enhancements of ~20-30% in the blue, ~30-40% in the green and <10% in the red (Figure 5b) above the background reflectance. Strong agreement was observed between the reflectance measurements collected using the three techniques during low wind conditions with no wave breaking (Figure 2b, dark and light grey lines with circles, black line) and between the 5th percentile (i.e., background) measurements during days with wave breaking (< 0.002 sr$^{-1}$; Figure 2a, dashed lines with x’s).

Table 1: Physical, biological and optical measurements from discrete water samples collected in the Southern Ocean, including the mean neutral wind speed (at 10 m) for the sampling period ($U_{10N}$, m s$^{-1}$),
fractional whitecap coverage (W, dimensionless) from high resolution digital imagery (DI) and radiometry (Rad.), chlorophyll a concentration (Chl, mg m$^{-3}$), total suspended material (TSM; g m$^{-3}$), CDOM absorption at 440 nm ($a_g(440)$; m$^{-1}$). Empty fields indicate no data.

<table>
<thead>
<tr>
<th>Station</th>
<th>Day of year</th>
<th>$U_{10}$ (m s$^{-1}$)</th>
<th>W Rad. DI</th>
<th>$H_S$ (m)</th>
<th>Chl</th>
<th>TSM (g m$^{-3}$)</th>
<th>$a_g(440)$ (m$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>76</td>
<td>13.8</td>
<td>0.032</td>
<td>2.8</td>
<td>0.47$^a$</td>
<td>3.88</td>
<td></td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>13.0</td>
<td>0.012</td>
<td>3.4</td>
<td>0.72</td>
<td>0.55</td>
<td>0.0590</td>
</tr>
<tr>
<td></td>
<td>92</td>
<td>5.8</td>
<td>0.003</td>
<td>2.7</td>
<td>0.48</td>
<td>0.31</td>
<td>0.0506</td>
</tr>
</tbody>
</table>

$^1$Measurements from Lance et al. [2012b]

$^a$Chlorophyll calculated using remote sensing reflectance following O’Reilly et al. [2000]

Control Station, no whitecaps

Figure 2: The mean ($<R_{rs}>$; solid lines) reflectance from a 20-minute time series of upwelling radiance measurements collected above the surface (0+, dark grey line with circles) and subsurface (0-, light grey line) and reflectance of the undisturbed water column (background, black line) (a) sampled during high
wind conditions with wave breaking (yearday 76) and (b) during low wind conditions without wave breaking (yearday 92). The lowest 5% (lines with x’s) of the measurements collected at high sampling frequency both above and below the surface were assumed to represent the background reflectance. The whitecap induced enhancement in the mean reflectance ($eR_\alpha$) above surface (dark grey dashed line with circles) and below surface (light grey dashed line with circles) was determined by subtracting the background reflectance (bold black line). This is also shown for the 5th percentile reflectance (dashed lines with x’s). A limit for significance in the whitecap-induced enhancement in reflectance was determined from data collected on days without whitecaps (i.e., panel b) and is shown in panel a (thin black line).

Bubbles from breaking waves alter the spectral shape of reflectance in a manner dependent on the optical properties of the water. Here, the whitecap-induced spectral shape change in reflectance measured at two SO GasEx stations (days 76 and 84, thin solid lines), with similar fractional whitecap coverage ($\Omega[10^{-2}]$) but markedly different biogeochemical conditions (Table 1) and background reflectance (Figure 3, bold lines), showed an enhancement primarily in the green portion of the spectrum. For these two stations, the magnitude of the spectral shape change is dependent on the background reflectance. The whitecap enhancement in reflectance normalized to 411 nm suggests that, for greener water (i.e., day 84) the relative enhancement between 500 and 550 nm was 10% higher while, for bluer water (i.e., day 76) the enhancement was 5% greater in the green relative to the blue (Figure 3, dashed lines with points). Application of a spectrally flat correction (i.e., $eR_\alpha(650)$ subtraction) results in an overestimation of reflectance from 412 nm to (solid lines with points) by $\sim0.25 \times 10^{-3}$ to $0.62 \times 10^{-3}$ (Figure 3, dot-dashed lines).
Figure 3: Remote sensing reflectance ($R_n$; sr$^{-1}$) for two stations, day 76 (black lines) and day 84 (grey lines), with a similar fractional whitecap coverage (O[10$^{-2}$]) but different optical properties and background reflectance (solid, bold lines). Included are the whitecap-affected mean reflectance (solid, thin line), the whitecap-induced enhancement in reflectance ($eR_n$) from foam and bubbles (dashed line with circles), and the background reflectance determined by applying a spectrally flat correction using $eR_n$(650). The difference between the measured background reflectance and the background reflectance retrieved by applying the $eR_n$(650) ranged from 0.25 x10$^{-3}$ to 0.62x10$^{-3}$ (dot-dashed lines).

4.3.3 Reflectance of individual whitecaps

The spectral effect of whitecaps on the mean reflectance is more easily understood when tracking the reflectance of an individual whitecap measured at a high sampling frequency above and beneath the surface over time. While the assumption that whitecaps are spectrally flat in the visible holds during the
active phase of wave breaking, whitecap events show strong changes in the spectral distribution of
reflectance as they mature (over time periods on the order of seconds to tens of seconds). When tracing a
single event from breaking through decay in the above surface reflectance measurement of foam and
bubbles, the whitecap initially appears spectrally flat (Figure 4a). As the whitecap matures, a rapid
decrease in reflectance in the red portion of the spectrum occurs due to the strong absorption properties of
water molecules. In the blue and green portions of the spectrum, the change in reflectance is driven by
submerged bubbles and is dependent on the optical properties of the water such that the water appears green
enhanced throughout the decay of the whitecap (Figure 4b and c). The in-water, high frequency (1 Hz)
measurements of reflectance ($R_{sr}$; sr$^{-1}$) for a single whitecap event presents as a bright, spectrally flat
feature initially but as the whitecap matures, it becomes green-enhanced before returning to the
background reflectance of the undisturbed surface (Figure 5).
Figure 4: (a, b) Above surface, high temporal resolution reflectance ($R_{rs}$; sr$^{-1}$) for an ~25 s whitecap event (the lines represent 1 s averages of 7 Hz data) shows a strong enhancement in the magnitude of reflectance and the change in spectral shape over time compared to the (c) the median, background reflectance measured before the whitecap.
Figure 5: The in-water, high frequency (1 Hz) measurements of reflectance ($R_s$; sr$^{-1}$) for a single whitecap event during high wind conditions (13 m s$^{-1}$) shows an enhancement in the magnitude of reflectance throughout the entire event, lasting ~50 s and spectral distribution of reflectance, where (a) the background reflectance (0-12 s) increased ten-fold and was similar across all wavelengths (spectrally flat) for the first ~10 s (12-20 s); (b) as the whitecap matures, reflectance is much lower and becomes green-enhanced (~20 to 60 s; solid arrow) before returning to the background reflectance signal (dashed arrow) measured for the undisturbed surface (60-80 s).

During any full individual whitecap event, a maximum lambertian equivalent reflectance of up to 68% (490 nm) was observed, exceeding the 55% reflectance of dense foam according to Whitlock et al. [1982] and Stabeno and Monahan [1986] (Figure 6a). The largest effective reflectance, or mean LER(490), observed during 9-15 m s$^{-1}$ wind speed conditions, was 27%, slightly higher than the 22% effective reflectance of Koepke [1984]. On average, however, the effective reflectance measured here was closer to 13% (Figure 6b).
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Figure 6: The (a) maximum and (b) mean lambertian equivalent reflectance at 490 nm (LER[490]; %) retrieved from the upper 75th percentile of 49 independent whitecap events (those considered to be fully captured by the radiometer) measured during 9-15 m s\(^{-1}\) wind speed conditions.

4.4 Conclusions

Preliminary results from the dataset presented herein emphasize the need for the validation of and improvements on the current whitecap correction routine used to process ocean color imagery. The wind speed-fractional whitecap coverage relationship for the Southern Ocean dataset shows large scatter and the currently used parameterization, upon which the ocean color whitecap correction routine is based, underestimates the total coverage (\textit{i.e.}, Stage A through the late stage gamma plume) for wind speeds < 12 m s\(^{-1}\). The average effective reflectance of individual whitecaps, retrieved using the radiometric method presented in this thesis, was 13%, highly variable and warrants further investigation. Finally, the mean enhanced reflectance for a 20 minute record (analogous to reflectance measured over a 1 km\(^2\) footprint) and the high frequency measurement of individual whitecap events show strong changes in the
spectral distribution of reflectance as the whitecap matures, particularly in the green portion of the spectrum.

An area of continued research will be to investigate the relationship between wind speed and the spectral enhancement in reflectance due to whitecaps, achievable using the dataset presented here. Such relationships offer an alternative to using fractional coverage in the whitecap correction routine. Future research also includes further partitioning the fractional coverage and spectral shapes of each stage of the whitecap feature from initiation through decay (i.e., Stage A, Stage B, and the gamma bubble plume). Such analysis will allow for better incorporation of the spectral influence of foam and bubbles on the magnitude and spectral shape of the derived ocean color spectrum and potentially lead to new methods to retrieve whitecap features from ocean color imagery.
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5 Epilogue

Evidence that small bubbles, generated by large-scale wave breaking, are present in the surface ocean and contribute to the magnitude and shape of ocean color reflectance has been presented in the preceding chapters. In an effort to estimate the contribution by bubbles, relative to other oceanic particle populations (e.g., calcite, colloids, and phytoplankton), to reflectance or backscattered light in the Southern Ocean, a least-squares inversion technique was applied to surface measurements of the bulk optical volume scattering function. The results of the inversion were validated using field measurements of phytoplankton pigment concentrations, acid labile backscattering and the size-fractionated phytoplankton assemblage. The results are preliminary in their current form; future work includes analyzing the absolute, rather than relative, contribution by bubbles to backscattering under changing forcing conditions, and quantifying the uncertainty associated with the least-squares approach. This work serves to address the hypothesis that both biological and physical processes drive optical backscattering and reflectance. The least-squares inversion technique can provide an estimate of their respective contributions.

5.1 Background

Ocean color remote sensing has significantly advanced the knowledge of the Southern Ocean and its contribution to global biogeochemical cycles [Longhurst et al., 1995; Behrenfeld and Falkowski, 1997; Arrigo et al., 1998; Stramski et al., 1999]. Differences in the spectral shape of reflectance can be observed from satellites and are routinely used to estimate the amount of Chlorophyll a (Chl), the predominant pigment in phytoplankton, in the ocean [Dierssen, 2010]. In the Southern Ocean in particular, many different relationships have been derived to quantitatively relate the spectral color to the amount of Chl for different regions and phytoplankton assemblages [Mitchell and Holm-Hansen, 1991; Arrigo et al., 1998; Dierssen and Smith, 2000]. Such differences are commonly ascribed to pigment composition within the phytoplankton, which can influence light absorption, as well as the arrangement or packaging of pigments within the cells.
However, the color reflected from the ocean is not only related to the amount and spectral characteristics of light absorption by pigments, but also to the amount and type of backscattering material. For example, the amount of light leaving the water, herein referred to as remote sensing reflectance ($R_s$), can be related to the backscattering from particles in the water column and biogeochemical parameters, including total suspended matter and particulate organic and inorganic carbon. Ocean color imagery and limited field data suggests the Southern Ocean has high $R_s$ compared to many other region of the world ocean. The “bright” waters characteristic of the Southern Ocean may be indicative of high levels of particulate backscattering. Reynolds et al. [2001] found that particulate backscattering in the polar front zone of the Southern Ocean was four times higher compared to waters in the more coastal Ross Sea sector. The source of high backscattering was attributed to elevated concentrations of unidentified small particles. Moreover, in the polar front zone, particulate organic carbon (POC) was found to be correlated to higher levels of backscattering compared to the Ross Sea [Stramski et al., 1999]. Coastal waters can also have elevated reflectance due to the massive additions of glacial meltwater into the coastal ecosystem each summer [Dierssen et al., 2002].

Another explanation for the highly reflective waters of Southern Ocean is the presence of cocolithophores and coccoliths, which are part of the calcite or particulate inorganic carbon (PIC) pool. Backscattering by detached coccoliths routinely accounts for 10-20% of the total backscattering in the world’s oceans [Balch et al., 1999]. During cocolithophore blooms, however, backscattering is greatly amplified and calcite can be responsible for over 90% of the total backscattering [Balch et al., 1996]. The two-band, semi-analytical ocean color algorithm for retrieving estimates of PIC from ocean color uses the magnitude of normalized water leaving radiance ($nL_w$) in the blue (443 nm) and green (555 nm) wavelengths [Balch et al., 2005]. This algorithm consistently shows the Southern Ocean to have some of the highest calcite concentrations in the world’s oceans and has been dubbed the “Great Calcite Belt” [Balch et al., 2011]. When applied to the above water reflectance measurement collected in the Atlantic
sector of the Southern Ocean, however, the PIC generated estimates were 2-3x the PIC measured in the water column [Balch et al., 2011]. It was hypothesized that microbubble populations, at least in part, contributed the additional scattering that was misallocated as PIC.

High backscattering in the Southern Ocean may be associated with the consistently high winds that flow from the west unimpeded by continental landmasses. Climatological wind speeds in the region during the austral summer are $10 \pm 3 \text{ m s}^{-1}$ with mean wave heights of 3 m. High winds cause whitecaps and bubble entrainment by breaking waves that can significantly impact ocean color remote sensing. Whitecaps and foam elevate the amount of upward reflected photons from the sea surface. Bubbles entrained in the water column are effective at scattering light because their refractive index is significantly less than that of the surrounding medium [Marston and Kingsbury, 1981; Stramski, 1994; Terrill, et al., 2001]. Remote sensing reflectance can be significantly enhanced due to bubble entrainment at temporal scales of minutes and the spectral nature of the light field can be shifted towards green wavelengths [Stramski and Tegowski, 2001; Zhang, et al., 2004; Zhang, et al., 1998]. If the Southern Ocean is prone to chronic high winds, then background levels of bubbles may contribute to overall enhanced reflectance.

Bubbles in natural waters tend to be coated by dissolved organic material (DOC) because the bubble-water interface minimizes the energy required of the DOC to remain in solution. Such coatings can weaken forward scattering and enhance the backscattering efficiency by as much as 4 times [Zhang, et al., 2004; Zhang, et al., 1998]. Organic coatings can also increase the residence time of bubbles in the water column [Johnson and Cooke, 1981] as well as generate particulate organic carbon (POC) [Johnson and Cooke, 1980, 1981; Monahan and Dam, 2001]. A strong correlation has been found between the size spectra of POC in seawater and the bubbles that facilitate POC formation [Johnson and Cooke, 1980]. Most previous measurements of bubbles have been made acoustically of the bubble fraction greater than 10 μm, which may not be the fraction responsible for most of the backscattering. A hypothetical extension of the bubble size distribution to 0.1 μm, where the Junge size distribution slope followed an
exponent of \(-4\), elicited a doubling of the backscattering ratio (backscattering/total scattering). Recent optical measurements show microbubble populations extending to sizes at least as small as 2 μm radius \([\text{Randolph et al.}, 2014]\).

Here, these hypotheses are explored using \textit{in situ} data collected in conjunction with the Southern Ocean Gas Exchange Experiment along the polar front zone of the Atlantic sector of the Southern Ocean. The sources of particulate backscattering were investigated using measurements of the volume scattering function, which describes the angular distribution of scattered light (\textit{e.g.}, Petzold [1972], Lee and Lewis [2003] Twardowski, and Zhang [2002]). In theory, the scattering properties (\textit{i.e.}, VSF) of a particle population suspended in water can be determined if the concentration, composition, shape, and size of the particles are known. Therefore, the VSF can be inverted to estimate the composition and size distribution of the particulate material present (\textit{e.g.}, Brown and Gordon [1973], Zaneveld and Pak [1973], Zhang \textit{et al.} [2002], Zhang \textit{et al.} [2011]). Here, particle populations ranging from 0.1 to 100 μm in radius and with varying indices of refraction were investigated a least-squares inversion technique applied to measurements of the bulk optical volume scattering function. The resulting particle populations identified using the model are grouped into candidate particle types representative of oceanic particles, including populations of bubbles, colloids, coccolithophores and coccoliths, and diatoms. These data are used to estimate the biological and physical sources of optical backscattering in the highly reflective Southern Ocean.

5.2 Methodology

This investigation was conducted on the NOAA ship the \textit{R.V. Ronald H. Brown} in the Atlantic sector of the Southern Ocean between the Polar Front (PF) and the Southern Antarctic Circumpolar Current Front (SACCF), nominally 50°S 40°W, during austral summer, March - April 2008 (Figure 1a). A Lagrangian approach was taken to study gas transfer at high wind speeds and two tracer patches were deployed lasting 6 and 15 days in duration, respectively \([\text{Ho et al.}, 2011]\). Optical measurements were collected.
during wind conditions ranging from 3 to 15 m s\(^{-1}\) at 10 total stations within patches 2 and at a single station located 300 km north of South Georgia Island. A thorough analysis of a subset of the SOGasEx dataset is presented contrasting stations sampled during high wind conditions with stations sampled during low wind conditions (Figure 1b).

Figure 1: (a) The South Atlantic sampling region, cruise track (blue line), and stations locations (black circles) for the Southern Ocean Gas Exchange Experiment (SOGasEx) (b) A subset of the SOGasEx dataset to be analyzed here (labeled with the yearday), including three stations sampled during high wind conditions (pink diamonds) and two stations sampled during low wind conditions (purple circles), is overlaid on the satellite-derived average chlorophyll \(a\) (mg m\(^{-3}\)) from the MODIS Aqua sensor (nominal 4 km resolution) for the month of March 2008.

5.2.1 Measurements of the volume scattering function and inversion technique

Profiles were conducted close to noon daily in the center of the patch area to measure a suite of optical properties during SOGasEx, including the volume scattering function (VSF; \(\beta(\theta)\)), using a MASCOT (Multi-Angle SCattering Optical Tool, WET Labs). The VSF describes the angular distribution of
scattered light, following \( I(\theta) / EdV \) (m\(^{-1}\)sr\(^{-1}\)), where \( I \) (sr\(^{-1}\)) is the scattered intensity in the direction \( \theta \) by the volume \( dV \) and \( E \) (W m\(^{-2}\)) is incident irradiance. The particulate contribution to the VSF, \( \beta_p(\theta) \), is determined by removing the effects of seawater following Zhang et al. [2009]. Finally, the particulate backscattering coefficient, \( b_{bp} \) (m\(^{-1}\)) describes the amount of light scattered by particles in the water column into the backward direction following \( 2\pi \int_{\pi/2}^{\pi} \sin(\theta) \beta(\theta) d(\theta) \). The MASCOT measures scattering at 17 angles between 10° and 170° (in 10° increments) at high frequency (20 Hz). Estimates of particulate backscattering were determined from MASCOT measurements of \( \beta_p(\theta) \), binned to 1 Hz, by interpolating \( 2\pi \beta_p(\theta) \sin(\theta) \) to 1° and integrating from 90 to 180, where \( \sin(180)=0 \). Details of the MASCOT design, calibration, and processing procedures can be found in Sullivan and Twardowski [2009] and Twardowski et al. [2012].

The size distribution and scattering contribution of each particle subpopulation present was estimated using an inversion technique, based on a linear least squares algorithm, applied to bulk measurements of the volume scattering function following Zhang et al. [2011]. The total particulate volume scattering function is the linear sum of scattering from subpopulations with a given refractive index, shape, structure, concentration, and size distribution, where the location of the size distribution peak (\( r_{mode} \)) and the real part of the index of refraction (\( n_r \)) are the primary determinants of the VSF shape (see Zhang et al. [2011] Twardowski et al. [2012]). By inverting the Fredholm linear integral equation with the use of a kernel function, a set of size distributions and refractive indices for several particle subpopulations were retrieved from measurements of the VSF [Zhang et al., 2011]. The kernel function constructed by Zhang et al. [2011] and used here was built using Lorenz-Mie theory modeling (i.e., particles are assumed to be spherical and microbubbles are coated with a 2 nm lipid-type monolayer), assuming lognormal particle size distributions with size limits (radii from 0.001 to 300 μm) and refractive indices (1 to 1.20 and 0.75 for bubbles) characteristic of oceanic particles (see Zhang et al. [2011], Table 3 and Figure 3). The peak of the lognormal particle size distributions for subpopulations was allowed to vary between 0.01 and 10.
The validity and consequences of applying the assumptions used to build the kernel are tested and discussed at length in Zhang et al. [2011] and Twardowski et al. [2012].

The inversion produces estimates of the characteristic size distributions (e.g., mode size and standard deviation) and indices of refraction for 10 to 12 particle subpopulations and their associated VSFs. Ultimately, the resulting particle subpopulations are aggregated when appropriate (i.e., based on their size distribution and refractive index) and are presented as a candidate particle types (e.g., coccolithophores and coccoliths, phytoplankton, bubbles, and colloids). The effectiveness of the VSF inversion technique in resolving particle populations is assessed using independent optical and analytical measurements of particle populations, including the contribution of PIC to backscattering, coccolith and coccolithophore enumeration, the presence of bubbles, and the composition of the phytoplankton assemblage (i.e., size-fraction and accessory pigments).

5.2.2 Validation dataset

Analytical and optical measurements of particulate populations were collected for comparison to the subpopulations resolved using the VSF inversion. Discrete measurements of chlorophyll a and total suspended material were made from surface water samples collected at each station. Chlorophyll a was extracted and determined fluorometrically from filtered surface water samples according to Wright et al. [2005] and Welschmeyer [1994] and measured in triplicate for most stations [Lance et al., 2012a]. For several stations, the size-fractionated phytoplankton contribution to the total chlorophyll concentration was determined. Three operationally defined size classes, including picoplankton (< 2 μm), nanoplankton (2 to 20 μm) and microplankton (>20 μm) were differentiated using polycarbonate filters with 2-20 μm pore sizes [Lance et al., 2012a]. Phytoplankton pigments were determined from filtered water samples using accepted HPLC methods following Hooker et al. [2005]. The presence of major diagnostic pigments, including fucoxanthin (e.g., FUCO, diatoms) and 19’hexanoyloxyfucoxanthin (e.g., HEXA, prismsiohytes) and peridinin (e.g., PERI, dinoflagellates), is reported.
Calcite, a birefringent material produced by coccolithophores, also contributes significantly to scattering when present [Balch et al., 2011]. Acid labile backscattering, $b_{bp}'$, calculated as the difference between raw backscattering and backscattering after the addition of acid, which dissolves calcite, was measured by Balch et al. [2011] following Balch et al. [2001] using an ECO-VSF (WET Labs). Acid labile backscattering is presented here as the mean percent contribution of $b_{bp}'$ to the total $b_{bp}$ measured during the time-series at each station. A detailed description of the coccolithophorid and coccoliths populations measured during SOGasEx can be found in Balch et al. [2011].

The presence of foam and bubble populations was quantified using measurements of fractional whitecap coverage. Whitecap coverage estimates from high-resolution digital imagery and using radiometry, which captures more of the decaying bubble plume, are reported (see Chapter 3). The vertical extent of bubble populations was estimated using measurements of acoustic backscatter (120 kHz) over 15 m of the water column. The Acoustic Doppler Current Profiler (ADCP), deployed on a drifting, autonomous MAPCO2 Buoy, collected data at high sampling frequency (20 Hz) in 75 bins, each 25 cm. The portion of the signal attributable to bubbles, referred to as the acoustic backscatter anomaly, was determined by the removal of the mean signal of backscatter known to be bubble free [Zappa, pers. comm.]. Finally, meteorological data, including the neutral wind speeds at the reference height of 10 m ($U_{10}$), were measured using an air-sea flux package deployed on the jack-staff of the ship [Edson et al., 2011]. A detailed description of the mixed layer and physical dynamics measured during SOGasEx is presented in Ho et al. [2011].

5.3 Results and Discussion

Analytical and optical measurements from discrete samples indicated the presence of particulate populations varying in quantity and composition (table 1). Substantial differences in hydrography, total suspended matter, backscattering and the types of phytoplankton present in the water column were
observed within patch 2 (days 80-95). Samples from within patch 2 (51.3°S, 37.7°W) were in 4-5°C water, where average wind speeds ranged from 3 to 15 m s⁻¹. High winds and large significant wave heights resulted in intense, deep-going bubble plumes at four stations within patch 2. Measurements of total suspended material (0.31 to 1.27 g m⁻³) suggested a large range in particulate loading during the experiment. The chlorophyll values ranged from 0.34 to 0.91 mg m⁻³ throughout the 15-day period [Lance et al., Submitted] where initially, the phytoplankton contribution to chlorophyll was nanoplanckton dominated (54%) and the remaining fraction was comprised of near equal parts of pico and microplankton. Late in the patch, pico and nanoplanckton were dominant with scarcely any microplankton present (8%). Throughout the lifetime of the patch, the diatom dominated phytoplankton assemblage (FUCO:HEXA~3.5) transitioned towards an even diatom-coccolithophore community (FUCO:HEXA~1.4). On the final day, an increase in the presence of dinoflagellates occurred.

The South Georgia Island (53.8°S and 36.6°W) waters were colder, ~3°C and the average wind speed measured 12.4 to 13.4 m s⁻¹. These stations exhibited the highest reported amounts of total suspended material (3.88 g m⁻³). Furthermore, the total absorption by dissolved and particulate material was significantly higher at this location, likely due to the presence of particulates from glacial meltwater off of the neighboring island (i.e., glacial flour, see Dierssen and Smith [2000]). Bubble populations were observed in the optical data collected from this station.
Table 1: Physical, biological and optical measurements from discrete water samples collected in the Southern Ocean, including the mean neutral wind speed (at 10 m) for the sampling period ($U_{10}$, m s$^{-1}$), fractional whitecap coverage from high resolution digital imagery and radiometry ($W$, dimensionless), chlorophyll a concentration (Chl, mg m$^{-3}$), size-fractionated chlorophyll (including pico, nano and microplankton in %), phytoplankton pigment concentrations from HPLC (mg m$^{-3}$), total suspended material (TSM; g m$^{-3}$), acid labile backscattering ($b_{bp}'$, %). Empty fields indicate no data. An in-depth analysis is provided for the stations in bold.

<table>
<thead>
<tr>
<th>Station</th>
<th>Day of year</th>
<th>Depth of measurement (m)</th>
<th>$U_{10}$ (m s$^{-1}$)</th>
<th>W Rad. DI</th>
<th>Chl (mg m$^{-3}$)</th>
<th>Size fraction$^2$ (%)</th>
<th>Pigments$^2$ Total, FUCO, HEXA, PERI</th>
<th>TSM (g m$^{-3}$)</th>
<th>$b_{bp}'$ (%) of the total $b_{bp}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>76</td>
<td>1.5</td>
<td>13.8</td>
<td>0.032 0.007</td>
<td>0.47$^c$</td>
<td></td>
<td></td>
<td></td>
<td>3.88</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>5.2</td>
<td>11.1</td>
<td>0.009 0.007</td>
<td>0.65</td>
<td></td>
<td></td>
<td></td>
<td>1.27</td>
<td>7% 7%</td>
</tr>
<tr>
<td>81</td>
<td>3.1</td>
<td>4.6</td>
<td>0.012 0.010</td>
<td>0.91</td>
<td></td>
<td></td>
<td></td>
<td>1.96 0.43 0.12, 0.02</td>
<td>1.19 13% 7%</td>
</tr>
<tr>
<td>82</td>
<td>3.4</td>
<td>10.5</td>
<td>0.012 0.037</td>
<td>0.72$^c$</td>
<td>22, 54</td>
<td></td>
<td></td>
<td>0.55 0.55 0.47, 0.19</td>
<td>18% 23% 30%</td>
</tr>
<tr>
<td>84</td>
<td>3.1</td>
<td>13.0</td>
<td>&lt;0.001 &lt;0.001</td>
<td>0.72$^c$</td>
<td>13, 52</td>
<td></td>
<td></td>
<td>0.60 0.57 0.31, 0.08, 0.11</td>
<td>18% 31% 34%</td>
</tr>
<tr>
<td>86</td>
<td>1.5</td>
<td>3.1</td>
<td>&lt;0.001 &lt;0.001</td>
<td>0.41</td>
<td></td>
<td></td>
<td></td>
<td>0.81 0.13 0.08, 0.02</td>
<td>18% 42% 50%</td>
</tr>
<tr>
<td>87</td>
<td>4.9</td>
<td>5.9</td>
<td>0.005 0.011</td>
<td>0.49</td>
<td></td>
<td></td>
<td></td>
<td>0.42 0.49 0.31, 0.11</td>
<td>31% 31% 34%</td>
</tr>
<tr>
<td>90</td>
<td>5.3</td>
<td>9.0</td>
<td>0.005 0.011</td>
<td>0.49</td>
<td></td>
<td></td>
<td></td>
<td>0.47 0.57 0.31, 0.11</td>
<td>31% 31% 34%</td>
</tr>
<tr>
<td>92</td>
<td>5.1</td>
<td>5.8</td>
<td>0.003 0.002</td>
<td>0.48</td>
<td>8, 42</td>
<td></td>
<td></td>
<td>0.31 0.54 0.31, 0.11</td>
<td>31% 31% 34%</td>
</tr>
<tr>
<td>94</td>
<td>3.3</td>
<td>4.9</td>
<td>&lt;0.001 &lt;0.001</td>
<td>0.54</td>
<td></td>
<td></td>
<td></td>
<td>0.55 0.54 0.31, 0.11</td>
<td>34% 34% 34%</td>
</tr>
<tr>
<td>95</td>
<td>4.2</td>
<td>8.4</td>
<td>0.012 0.002</td>
<td>0.57</td>
<td></td>
<td></td>
<td></td>
<td>1.19 0.19 0.39, 0.07</td>
<td>30% 30% 30%</td>
</tr>
</tbody>
</table>

$^1$Measurements from Balch et al. [2011]
$^2$Measurements from Lance et al. [2012b]
$^3$Collected one day previous at the same location
$^b$Collected one day after with same Chlorophyll concentration
$^c$Chlorophyll calculated using remote sensing reflectance following O’Reilly et al. [2000]
5.3.1 VSF classification of particle populations

The least squares inversion produced 9 to 13 unique particle subpopulations from the bulk VSF measurements. The VSFs (panel 1, identified using \( n_r \)) of the individual subpopulations, their size distributions (panel 2, identified using \( r_{\text{mode}} \) and \( r_o \)) and the contribution of each to the particulate backscattering are shown in Appendix A. Colors are assigned to each subpopulation according to the index of refraction (e.g., shades of blue are used for populations with \( n_r = 0.75 \)). Reconstruction of the VSF from the subpopulations resolved using the inversion is in good agreement with the original measured VSF (Appendix A, panel 1j, red dashed line).

In general, the most significant contributors to particulate backscattering include particles very small in size, \( \mathcal{O}(0.01) \) or with low water content (i.e., high \( n_r \), or \( n_r = 0.75 \)). Preliminary results from the VSF inversion suggest that the very small particle (VSP) subpopulation (mode \( d \approx 0.02-0.08 \), \( n_r \approx 1.06 \)) contributed as much as 75% (days 82 and 87) of the total particulate backscattering and 50% on average (e.g., Figure 1c, Figure 2f). This result is consistent with the estimate of Zhang et al. [2011] using the inversion technique and laboratory measurements of particulate concentrations (Wells).

According to the VSF inversion, the hardest particle populations (\( n_r \approx 1.14-1.20 \)) contributed between 3% and 22% of the total \( b_{\text{tp}} \). Generally, two to three hard-particle subpopulations were resolved from each bulk VSF measurement including the following: a narrow size distribution (\( \sigma \approx 0.1 \)) with a small mode size (\( \sim 0.8 \mu m \)) and \( n_r \approx 1.14 \), a slightly broader size distribution (0.3) with the same mode size and a \( n_r \approx 1.20 \), and a broad (\( \sigma \approx 1.1 \)) size distribution with a large mode size (\( \sim 10 \mu m \)) and \( n_r \approx 1.20 \). The composition and size distributions of these particle populations are consistent with those found for coccolithophores (mode size \( \sim 10 \mu m \)) and detached coccoliths (\( \sim 0.1 \mu m \)) [Balch et al., 1999; Jonasz and Fournier, 2011].

As many as four bubble-type populations (\( n_r = 0.75 \)) were present during SOGASEx and collectively
contributed as much as 25% to the total particulate backscattering. For all stations, the VSF inversion resolved a narrow bubble size distribution \((\sigma \sim 0.1)\) centered at \(r_{\text{mode}} \sim 0.2\ \mu\text{m}\). This subpopulation alone contributed between 2 and 24% of the \(b_{bp}\). Often (8 out of 10 stations), another narrow \((\sigma \sim 0.1)\) subpopulation with a similar, small mode size \((0.4\ \mu\text{m})\) was present (see Appendix A). For two stations \(\text{(i.e., days 90 and 94)}\), a third slightly broader \((\sigma \sim 0.3)\) subpopulation, also centered at \(0.2\ \mu\text{m}\) radius, accounted for 4-5% of the \(b_{bp}\). Finally, a fourth bubble population with a broad \((\sigma \sim 0.9)\) size distribution centered near \(\sim 0.2\ \mu\text{m}\) was resolved during days with high wind conditions \(\text{(e.g., days 80, 84, 90 and 94) (Figure 2)}\). Even in high concentrations, this subpopulation generally only contributed \(\sim 1\%\) of the total particulate backscattering.
Figure 2: The VSFs (panel 1, identified using $n_r$) and size distributions (panel 2, identified using $r_{mode}$ and $r_{o}$) of individual subpopulations determined by inversion of the bulk VSF (panel 1, dashed line) measured during high wind conditions (9 - 13 m s$^{-1}$) and the contribution of each subpopulation to backscattering (panel 3, %). Colors are assigned according to $n_r$ (e.g., shades of blue are used for populations with $n_r=0.75$).
Figure 3: The VSFs (panel 1, identified using $n_r$) and size distributions (panel 2, identified using $r_{mode}$ and $r_{σ}$) of individual subpopulations determined by inversion of the bulk VSF (panel 1, dashed line) measured during high wind conditions (3 - 5 m s$^{-1}$) and the contribution of each subpopulation to backscattering (panel 3, %).

To assess the relative contribution of bubbles to backscattering in the Southern Ocean, particle subpopulations were aggregated when appropriate (i.e., based on $n_r$ and $r_{mode}$) and presented as a candidate particle types (e.g., coccolithophores and coccoliths, phytoplankton, bubbles, and colloids) for each station. A subset of stations collected in close succession but subject to different wind forcing were selected for comparison. The relative role of bubbles in the backscattering of a particulate population is easily determined using Days 84 and 86, stations with similar water column properties (e.g., particulate backscattering of 0.0018 m$^{-1}$ and 0.0016 m$^{-1}$), sampled under markedly different wind conditions (~13 and 3 m s$^{-1}$) (Figure 4b and d). Although Days 80 and 81 show dissimilar particulate compositions ($b_{pp}$ ~ 0.0015 and 0.0021 m$^{-1}$ and Chl~0.65 and 0.34 mg m$^{-3}$), the influence of wind (~11 and 4 m s$^{-1}$) on retrievals of bubbles is evident in the comparison (Figure 4a and c). The sampling method employed here (i.e., profile deployment) cannot capture the contribution of clouds of large bubbles formed by breaking waves. However, the inversion technique resolved a large bubble
population that contributed an average of approximately 1% to $b_{bp}$ during high wind conditions (Figure 4a and b) and disappear during low wind conditions (Figure 4c and d). A persistent, small bubble population with a narrow size distribution contributed between 3% and 20% of the total $b_{bp}$ (Figure 4). The submicron bubble population appears to persist for at least a day after high winds. For example, this persistent bubble population contributed 5% and 19% of the total backscattering on the days following high conditions (Figure 4c and d). A substantial portion of this bubble population are decayed, wind-generated bubbles. The submicron population of persistent bubbles present at all stations is likely cavitation nuclei, which are ubiquitous throughout the ocean [Yount, 1982; Zhang et al., 2002; Twardowski et al., 2012].
Figure 4: Particle subpopulations resolved using the bulk volume scattering function measured in the surface water of stations experiencing (a, b) high (days 80 and 84) and (c, d) low (days 81 and 86) wind conditions. Particle subpopulations were grouped according to candidate particle type using the resolved mode size and refractive index.

5.4 Future directions for the quantification of the bubble signal in remote sensing of ocean color and uncertainty analysis

The results presented here are preliminary, however, initial analysis of Southern Ocean data using the least-squares inversion technique applied to surface measurements of the bulk optical volume scattering function suggest that persistent, very small bubble populations with a narrow size distribution and small mode size ($r \sim 0.2 \mu m$) could be contributing between 5% and 20% of the total backscattering in the Atlantic sector of the Southern Ocean. A standing stock of decayed, wind-generated bubbles in the Southern Ocean could be contributing ~5% of the total backscattering days after high winds have subsided. The results are preliminary in their current form; a rigorous quantification of uncertainty associated with the least-squares approach is required. The inversion results presented here will be further analyzed in concert with independent optical, acoustic and analytical measurements of particle populations in an effort to validate the backscattering partitioning. Ultimately, these analyses will lead to a well-validated backscattering budget for the Atlantic sector of the Southern Ocean under a large range of wind and wave conditions. The contribution of each particle subpopulation to reflectance will be investigated with the goal of understanding reflectance measured at the satellite.

Appendix A: The volume scattering inversion results for ten Southern Ocean stations

The volume scattering functions (VSF; panel 1, identified using $n_r$) and size distributions (panel 2; identified using the mode and standard deviation of the size distribution, $r_{mode}$ and $r_{\sigma}$) of individual subpopulations determined by inversion of the bulk volume scattering function (panel 1, dashed line) measured at 10 stations during the Southern Ocean Gas Exchange Experiment and the contribution of
each subpopulation to backscattering (panel 3, %). Colors are assigned according to the refractive index, \( n_r \). Reconstruction of the VSF from the subpopulations resolved using the inversion is in good agreement with the original measured VSF (panel 1j, red dashed line).
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