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ABSTRACT

We study the asymptotic properties of two nonparametric density estimators: linear wavelet density estimators (WDE) and Bernstein density estimators. For linear WDE, we use the integrated squared error as the risk measure. We provide the asymptotically exact almost sure rate of concentration about its mean, in fact a law of the iterated logarithm. Regarding the rate in probability, we obtain a polynomial upper bound for the rate of convergence in the central limit theorem of Zhang and Zheng (1999). Bernstein density estimators are used for estimating densities with a compact support, say [0, 1]. We consider its performance under the sup norm over an interval [a, b], where 0 < a ≤ b < 1 and show the stochastic error is of a smaller order than that over the interval [0, 1].
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0.1 Wavelet Density Estimation

Let $X, X_1, X_2, \ldots, X_n, n \in \mathbb{N}$ be i.i.d random variables in $\mathbb{R}$ with common Lebesgue density $f$. There are several ways to estimate $f$. Compared to the traditional parametric approach, the nonparametric approach is much more flexible since it does not assume the underlying density has any specific structure. There are several nonparametric estimators in use, among them are the histograms, the kernel density estimator (KDE), the splines, to name a few. The convolution kernel density estimators and orthogonal projection density estimators are perhaps the most common ways. Wavelet density estimators (WDE) fall into this second category. They were first introduced in Doukhan and León (1990) and Kerkyacharian and Picard (1992).

The wavelet theory aims to approximate functions using orthonormal bases consisting of small waves. In particular, the sequence of spaces $(V_j)_{j=-\infty}^{\infty}$ form a multiresolution analysis of $\mathbb{R}$ if $V_j \subset V_{j+1}$ and that $\bigcup_j V_j$ is dense in $L_2(\mathbb{R})$. $\phi(x)$ and $\psi(x)$ are its scaling function and the wavelet function, respectively. The translations and dilations, which are defined by $\phi_{0k} := \phi(x - k)$ and $\psi_{jk} := 2^{j/2}\psi(2^j x - k)$, form a complete orthonormal system in $L_2(\mathbb{R})$. Härdle, Kerkyacharian, Picard and Tsybakov (HKPT, 1998) or Daubechies (1992) give good references for the wavelet theory. We will assume in what follows that the functions $\phi$ and $\psi$ are bounded and have bounded support.
Functions \( f \in L_p(\mathbb{R}) \) have formal expansions

\[
f = \sum_k \alpha_{0k} \phi_{0k}(x) + \sum_{j=0}^{\infty} \sum_k \beta_{jk} \psi_{jk}(x).
\]  

(0.1.1)

The orthogonal projection onto the subspace \( V_{j_n} \), \( j_n \in \mathbb{N} \), is then

\[
\sum_{k \in \mathbb{Z}} \alpha_{0k} \phi_{0k}(x) + \sum_{j=0}^{j_n-1} \sum_{k \in \mathbb{Z}} \beta_{jk} \psi_{jk}(x) = \sum_{k \in \mathbb{Z}} \alpha_{j_nk} \phi_{j_nk}(x).
\]

The linear wavelet density estimator an approximation to the above projection. It is defined by

\[
f_n(x) = \sum_k \hat{\alpha}_{0k} \phi_{0k}(x) + \sum_{j=0}^{j_n-1} \sum_k \hat{\beta}_{jk} \psi_{jk}(x),
\]  

(0.1.2)

where \( j_n \) is a sequence of positive integers. \( \hat{\alpha}_{jk} \) and \( \hat{\beta}_{jk} \) are the empirical coefficients constructed by the plug-in method.

\[
\hat{\alpha}_{jk} = P_n(\phi_{jk}) = \frac{1}{n} \sum_{i=1}^{n} 2^{j/2} \phi(2^{j}X_i - k),
\]  

(0.1.3)

\[
\hat{\beta}_{jk} = P_n(\psi_{jk}) = \frac{1}{n} \sum_{i=1}^{n} 2^{j/2} \psi(2^{j}X_i - k),
\]  

(0.1.4)

where \( P_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{X_i} \) is the empirical measure corresponding to the sample \( \{X_i\}_{i=1}^{n} \), \( n \in \mathbb{N} \). They are unbiased estimators of \( \alpha_{jk} \) and \( \beta_{jk} \).

It is interesting to compare the kernel density estimator and the linear wavelet density estimator since they enjoy many similarities. In fact, if \( \phi \) is bounded and compactly
supported, the estimator \( \hat{f}_n(x) \) in (0.1.2) can be written as

\[
f_{n,K}(x) := \hat{f}_n(x) = \frac{2^{j_n}}{n} \sum_{i=1}^{n} K(2^{j_n}t, 2^{j_n}X_i),
\]

(0.1.5)

where the kernel \( K(x, y) \) is given by

\[
K(x, y) = \sum_{k \in \mathbb{Z}} \phi(x - k)\phi(y - k).
\]

(0.1.6)

\( (2^{-j_n}) \) is playing the role of the bandwidth in the classical kernel density estimation.

And by Lemma 8.6, HKPT (1998), \( K(x, y) \) is majorized by a convolution kernel \( \Phi(x - y) \), that is

\[
|K(x, y)| \leq \Phi(x - y),
\]

(0.1.7)

where \( \Phi: \mathbb{R} \to \mathbb{R}^+ \) is a bounded, compactly supported and symmetric function.

If we apply thresholding to the wavelet coefficients \( \hat{\alpha}_{jk} \) and \( \hat{\beta}_{jk} \), then we obtain nonlinear wavelet density estimators. Compared to the kernel density estimators, they are spatially adaptive and even accommodates discontinuities (Donoho, Johnstone, Kerkyacharian and Picard, 1995). As a first step to understand their asymptotic properties, we will restrict our attention to the linear ones in this thesis.

Given an estimator \( \hat{f}_n \), there are several risk measures to assess the performance of it. For example, we study the pointwise error, e.g. \( |\hat{f}_n(x) - f(x)| \) or the sup norm, e.g., \( I_\infty = \| \hat{f}_n - f \|_\infty \), uniformly over the whole or part of the domain of \( f \). For the wavelet density estimator described above, Massiani (2002, 2003) proved a pointwise law of the iterated logarithm (LIL) and a LIL for the supremum norm over a compact
interval. Varron (2008) extended the latter result to multivariate densities. Giné and Nickl (2009) obtained the almost sure rate of convergence of \( \sup_{x \in \mathbb{R}} |\hat{f}_n(x) - f(x)| \) using methods from the theory of empirical processes over general classes of functions.

In this thesis, we study the asymptotic properties under the integrated squared error, e.g. \( I_2 := \int |\hat{f}_n - f|^2 \). It is a natural measure since the estimator \( \hat{f}_n \) should be constructed in such a way that the mean integrated squared error is minimized (Bowman, 1985). Hall (1984) proved a central limit theorem for \( I_2 - E I_2 \) in the case of a kernel density estimator. Giné and Mason (2004) established the law of the iterated logarithm for the \( L_2 \) error of a kernel density estimator. While the former gives rate of approximation in probability, the latter deals with a.s. rate of convergence. Zhang and Zheng (1999) studied the asymptotic normality of the integrated squared error of a wavelet density estimator and the LIL for WDE is done here. The proof here for the most part follows the same pattern as in Giné and Mason (2004), including \( U \)-statistics theory, the Komlós-Major-Tusnády (KMT) approximation and a refined moderate deviations result for weighted chi-squared variables. But the variance computation in the wavelet case is different. It requires nontrivial variance computations based on wavelet approximation. For this purpose, we adapted the proof of Proposition 1 in Zhang and Zheng (1999).

As a complement to Zhang and Zheng’s result, we also obtain an upper bound for the rate of convergence in their central limit theorem. Doukhan and León (1993) obtained the rate of convergence in the CLT for generalized density projection estimates with respect to Prohorov’s metric. However, the optimal window width was not attained in that case.
More specifically, we will prove a LIL and a bound on the rate of convergence in CLT for the statistic

\[ J_n := \|f_{n,K} - f\|^2_2 - \mathbb{E}\|f_{n,K} - f\|^2_2. \]  

(0.1.8)

The results are stated in Theorems 1.4.1 and 2.0.1, respectively. Both LIL and CLT also appear in the author’s published work (Lu, 2013). As was observed by Zhang and Zheng (1999), a difference from the kernel density estimator is that, by orthogonality of the wavelet bases, \( J_n \) is equal to \( \bar{J}_n \), where

\[ \bar{J}_n := \|f_{n,K} - \mathbb{E}f_{n,K}\|^2_2 - \mathbb{E}\|f_{n,K} - \mathbb{E}f_{n,K}\|^2_2. \]  

(0.1.9)

Although it requires more stringent conditions on \( f \) to study the stochastic part, there is no need to study the bias part. Therefore it is not necessary to impose the second order differentiability on the density \( f \), which is required in the kernel case.

It is natural to ask what the order of the mean integrated squared error (MISE) \( \mathbb{E}I_2 \) is. Hall and Patil (1995) obtained the MISE of the linear wavelet density estimator on a compact interval in \( \mathbb{R} \) under some smoothness conditions on \( f \). Theorem 10.1, HKPT (1998) gives a bound on the MISE on \( \mathbb{R} \). We will show that, the bound on the stochastic part of MISE cannot be improved for a large class of density functions. That is, it is of the order \( 2^{1/n} / n \). Thus MISE must be at least of the order \( 2^{1/n} / n \). This is strictly larger than the order of \( J_n = I_2 - \mathbb{E}I_2 \), which is \( 2^{1/2} \sqrt{\log \log n / n} \). It makes sense since the MISE gives a first-order approximation of \( I_2 \) and the rates in LIL and CLT tell us how well the approximation works.
0.2 Bernstein Density Estimation

Given a sequence of i.i.d. random variables \( \{X_i\}_{i=1}^n \) with the Lebesgue density \( f \) on \( \mathbb{R} \) that has a compact support, we may assume that \( f \) lives on \([0, 1]\) without loss of generality. Let \( F \) denote the corresponding distribution function. The kernel density estimator treats the density as if it is on \( \mathbb{R} \), and thus gives a positive estimate to regions outside \([0, 1]\). This is the well-known boundary effects of the kernel density estimator. It behaves poorly in the boundary region especially when the density is nonzero at the boundary. Several methods of correcting the boundary effects have been proposed. A review of these techniques was given by Jones (1993).

Recently, there have been researches on the Bernstein density estimator, which was originally introduced by Vitale (1975). It is expected to have better boundary behavior than KDE. The definition is motivated by the fact that the Bernstein polynomials of a distribution function \( F \) converge to \( F \) uniformly on \([0, 1]\). Let \( F_n(x) := \frac{1}{n} \sum_{i=1}^n 1(X_i \leq x) \) be the empirical distribution function. For \( x \in [0, 1] \), \( m \in \mathbb{Z} \), \( k = 0, ..., m \), let

\[
\begin{align*}
    b_{k,m}(x) &:= \binom{m}{k} x^k (1-x)^{m-k}. 
\end{align*}
\]

For \( n \) observations, the Bernstein estimator of \( F \) is given by

\[
\hat{F}_{m,n}(x) := \sum_{k=0}^{m} F_n \left( \frac{k}{m} \right) b_{k,m}(x).
\]

Taking derivative of \( \hat{F}_{m,n}(x) \) leads to the Bernstein density estimator. That is

\[
\hat{f}_{m,n}(x) = \frac{d}{dx} \hat{F}_{m,n}(x) = m \sum_{k=0}^{m-1} F_n \left( \frac{k+1}{m} \right) - F_n \left( \frac{k}{m} \right) b_{k,m-1}(x).
\]
\( \hat{f}_{m,n}(x) \) is a polynomial approximation to the density \( f \), and it is itself a genuine density function that is infinitely differentiable. It collects histogram values on the intervals \([k/m, (k + 1)/m]\), \( k = 0, ..., m - 1 \). \( m \) is a function of \( n \) and \( m \to \infty \) as \( n \to \infty \). Thus it is natural to think of \( 1/m \) as the bandwidth of the estimator. At a fixed point \( x \), the weights \( b_{k,m-1}(x) \) are large for those \( k \)'s for which \( x \) and \( k/m \) are close. The number of observations in \([k/m, (k + 1)/m]\) for the corresponding \( k \)'s contribute more to \( \hat{f}_{m,n}(x) \) than those in the intervals where the distances between \( x \) and \( k/m \) are large.

It can also be written as a linear combination of beta densities with random weights. Indeed, let \( \beta_{k,m}(x) = \frac{\Gamma(k+m)}{\Gamma(k)\Gamma(m)}x^{k-1}(1-x)^{m-1} \) for \( x \in [0,1] \) and 0 otherwise. Then

\[
\hat{f}_{m,n}(x) = \sum_{k=0}^{m-1} \left[ F_n\left(\frac{k+1}{m}\right) - F_n\left(\frac{k}{m}\right) \right] \beta_{k+1,m-k}(x).
\tag{0.2.4}
\]

We also note that, through transformations, the estimator can be used to estimate a density on any compact interval in \( \mathbb{R} \) and on the whole real line as well.

Several different measures have been used to study the performance of the estimator. Vitale (1975) studied the pointwise mean squared error (MSE) \( \mathbb{E}[\hat{f}_{m,n}(x) - f(x)]^2 \) and obtained the asymptotic bias and variance. Under certain smoothness conditions on \( f \), for \( x \in (0,1) \), \( \hat{f}_{m,n}(x) \) is optimal when \( m \sim n^{2/5} \). MSE is of the order \( n^{-4/5} \). Babu, Canty, Chaubey (2002) considered the supremum norm and showed that \( \sup_{x \in [0,1]} |\hat{f}_{m,n}(x) - \mathbb{E}\hat{f}_{m,n}(x)| \) is \( O_{a.s.}(\sqrt{m \log n/n}) \). The mean integrated squared error has been studied by Leblanc (2010). It has been shown that the optimal bandwidth, in this case, \( 1/m \), is of the order \( n^{-2/5} \). It is different from KDE and WDE since the bias is larger but the variance is smaller.

Tenbusch (1994) and Babu and Chaubey (2006) considered extensions to multivariate
densities. There is also some literature on the Bayesian approach, such as Ghosal (2001), Kruijer and van der Vaart (2008), Petrone (1999), Petrone and Wasserman (2002). Lorentz (1986) gives a good reference on the properties of Bernstein polynomials.

We study the convergence rate of the stochastic error under the sup norm over a compact interval \([a, b]\), where \(0 < a < b < 1\), i.e., \(\sup_{x \in [a, b]} |\hat{f}_{m,n}(x) - E\hat{f}_{m,n}(x)|\). It is shown in Theorem 3.2.4 that the order is strictly smaller than that on \([0, 1]\). We employ techniques from empirical processes which have also been successful in showing such upper bounds for KDE and WDE (Giné and Guillou, 2002; Giné and Nickl, 2009). Moreover, we also derive a lower bound result on \([a, b]\) in Theorem 3.3.2. It implies that the upper bound result is optimal. This suggests that the Bernstein estimator does experience some boundary effects. It also coincides with the conclusion by Leblanc (2012), where the boundary properties of the Bernstein estimator have been studied under the pointwise error. It would be interesting to extend the upper and lower bounds derived here to \([a_n, b_n]\), where \(a_n \to 0\), \(b_n \to 1\) and obtain the uniform convergence rate of the bias.
1.1 Setup and notations

In order to study the integrated squared error for the wavelet density estimator, we shall impose the following conditions:

(f): $f^2(x)$ is bounded and Riemann integrable on $\mathbb{R}$.

(S1): The scaling function $\phi$ is bounded and compactly supported.

Then, in (0.1.7), we can assume $\Phi$ is supported on $[-A, A]$ for some $A > 0$. Set $\theta_\phi(x) = \sum_k |\phi(x - k)|$. (S1) also guarantees that (see section 8.5, HKPT, 1998),

$$\text{ess sup}_x \theta_\phi(x) < \infty.$$  \hspace{1cm} (1.1.1)

(S2): $\|\phi\|_v < \infty$, where $\| \cdot \|_v$ denotes the total variation norm of $\phi$.

The bandwidth $\{2^{-j_n}\}$ satisfies the conditions

(B1):

$$j_n \to \infty, \ 2^{-j_n} \asymp n^{-\delta} \text{ for some } \delta \in (0, 1/3),$$  \hspace{1cm} (1.1.2)

where $a_n \asymp b_n$ means $0 < \lim \inf a_n/b_n < \lim \sup a_n/b_n < \infty$. 


(B2): There exists an increasing sequence of positive constants \( \{\lambda_k\}_{k \geq 1} \) satisfying

\[
\lambda_{k+1}/\lambda_k \to 1, \log \log \lambda_k/\log k \to 1, \lambda_{k+1} - \lambda_k \to \infty
\]

as \( k \to \infty \), such that

\[
2^{-j_n} \text{ is constant for } n \in [\lambda_k, \lambda_{k+1}), \ k \in \mathbb{N}.
\]

For instance, the sequence \( \lambda_k = \exp(k/\log(e + k)) \) satisfies these conditions.

Next we set up some notations.

\[
K_n(t, x) = K(2^{j_n} t, 2^{j_n} x) \quad \text{and} \quad \bar{K}_n(t, x) = K_n(t, x) - \mathbb{E}K_n(t, X).
\]

Then

\[
I_n = \int |f_{n, K} - \mathbb{E}f_{n, K}|^2 - \mathbb{E} \int |f_{n, K} - \mathbb{E}f_{n, K}|^2
\]

\[
= \frac{2^{2j_n}}{n^2} \left[ \int_{\mathbb{R}} \left( \sum_{i=1}^{n} \bar{K}(2^{j_n} t, 2^{j_n} X_i) \right)^2 dt - \mathbb{E} \int_{\mathbb{R}} \left( \sum_{i=1}^{n} \bar{K}(2^{j_n} t, 2^{j_n} X_i) \right)^2 dt \right]
\]

\[
= \frac{2^{2j_n}}{n^2} W_n(\mathbb{R}),
\]

where

\[
W_n(F) = \int_{\mathbb{F}} \left( \sum_{i=1}^{n} \bar{K}(2^{j_n} t, 2^{j_n} X_i) \right)^2 dt - \mathbb{E} \int_{\mathbb{F}} \left( \sum_{i=1}^{n} \bar{K}(2^{j_n} t, 2^{j_n} X_i) \right)^2 dt
\]

\[
= \int_{\mathbb{F}} \left( \sum_{i=1}^{n} \bar{K}_n(t, X_i) \right)^2 dt - \mathbb{E} \int_{\mathbb{F}} \left( \sum_{i=1}^{n} \bar{K}_n(t, X_i) \right)^2 dt
\]

\[
=: U_n(F) + L_n(F),
\]
\[ U_n(F) := \sum_{1 \leq i \neq j \leq n} \int_F \Hat{K}_n(t, X_i)\Hat{K}_n(t, X_j) dt \]  

(1.1.7)

and

\[ L_n(F) := \sum_{i=1}^{n} \int_F \left( \Hat{K}_n^2(t, X_i) - \mathbb{E}\Hat{K}_n^2(t, X) \right) dt. \]  

(1.1.8)

The measurable set \( F \) will be

\[ \mathbb{R}, \ [-M, M] \text{ or } [-M, M]^C, \ M > 0, \text{ with } \int_F f(x) dx > 0. \]  

(1.1.9)

The main property for \( F \) is

\[ \lambda([x + y : x \in F, |y| < \epsilon] \cap F^c) \to 0 \text{ as } \epsilon \to 0. \]  

(1.1.10)

To motivate the computations for tail estimations and moderate deviations, let’s explain the idea in the proof of the LIL. Since \( \bar{I}_n \) can be decomposed into \( W_n([-M, M]) \) and \( W_n([-M, M]^C) \), we need to control statistics of these forms. \( W_n([-M, M]^C) \) is the sum of a degenerate U-statistic and a diagonal term. It can be handled with an exponential inequality in Giné, Latała and Zinn (2000). The bound for the diagonal term in \( W_n([-M, M]^C) \) is obtained using the Berstein inequality. These tools are very useful in proving the blocking for the upper bound in LIL. \( W_n([-M, M]) \) is approximated by a Gaussian chaos. The moderate deviation result in Giné and Mason (2004) is used to obtain the bound on the Gaussian chaos. It was originally proved using Pinsky’s method (Pinsky, 1966). We also prove a rate of convergence in the CLT of the wavelet density estimator as a complement to Zhang and Zheng’s result (1999). In order to get this, we need to assume more conditions on \( f \). \( \bar{I}_n \) is composed of \( L_n(\mathbb{R}) \) and \( U_n(\mathbb{R}) \). The
Bernstein inequality is used to show $L_n(\mathbb{R})$ is negligible. Then $U_n(\mathbb{R})$ is approximated by a martingale and the rate of convergence was obtained using Erickson, Quine and Weber (1979)'s result. As was pointed out by Giné and Mason (2004), the methods used here do not apply to $L_p$ norm if $p \neq 2$. This is because $U_n(F)$ can be written as a U-statistic under the $L_2$ norm whereas it is difficult to handle if $p \neq 2$.

1.2 Tail Estimation

The goal of this section is to obtain exponential inequalities for $W_n(F)$, where $F$ satisfies (1.1.9) and also for $W_n(\mathbb{R}) - W_{n,m}(\mathbb{R})$, where $W_{n,m}(\mathbb{R})$ is defined below. We assume throughout this section that $\phi$ satisfies (S1), and $K$ is associated with $\phi$ as in (0.1.6).

Set, for $m < n$,

$$W_{n,m}(\mathbb{R}) := \int_{\mathbb{R}} \left[ \left( \sum_{m < i \leq n} \bar{K}_n(t, X_i) \right)^2 - \mathbb{E} \left( \sum_{m < i \leq n} \bar{K}_n(t, X_i) \right)^2 \right] dt \tag{1.2.1}$$

and

$$H_n(x, y) = \int_{\mathbb{R}} \bar{K}_n(t, x) \bar{K}_n(t, y) dt, \tag{1.2.2}$$

$$H_{n,F}(x, y) = \int_{F} \bar{K}_n(t, x) \bar{K}_n(t, y) dt. \tag{1.2.3}$$

With this notation,

$$U_n(F) = \sum_{1 \leq i < j \leq n} H_{n,F}(X_i, X_j), \quad L_n(F) = \sum_{i=1}^{n} (H_{n,F}(X_i, X_i) - \mathbb{E} H_{n,F}(X_i, X_i)). \tag{1.2.4}$$
\[ W_n(\mathbb{R}) - W_{n,m}(\mathbb{R}) = 2 \sum_{i=1}^{m} \sum_{j=1}^{n} H_n(X_i, X_j) + \sum_{1 \leq i \neq j \leq m} H_n(X_i, X_j) + \sum_{i=1}^{m} (H_n(X_i, X_i) - \mathbb{E}H_n(X_i, X_i)). \]  

(1.2.5)

Consider the 3 terms on the right-hand side. Bernstein’s inequality (e.g., de la Peña and Giné 1999) says that for centered, i.i.d. variables \( \xi_i \), if \( \|\xi_i\|_\infty \leq c \leq \infty \) and \( \sigma^2 = \mathbb{E}\xi_i^2 \), then

\[ \Pr \left\{ \sum_{i=1}^{m} \xi_i > t \right\} \leq \exp \left( - \frac{t^2}{2m\sigma^2 + \frac{2}{3}ct} \right). \]  

(1.2.6)

Applying it to the 3rd term in (1.2.5), given Corollary A.0.1, and inequality (A.0.5), noting that \( c = 8 \cdot 2^{-j_n}\|\Phi\|_2^2 \) and \( \sigma^2 \leq 4 \cdot 2^{-2j_n}\|\Phi\|_4^4 \), we get, for all \( m \in \mathbb{N} \) and \( n \in \mathbb{N} \),

\[ \Pr \left\{ \sum_{i=1}^{m} (H_n(X_i, X_i) - \mathbb{E}H_n(X_i, X_i)) > \tau 2^{-\frac{3}{2}j_n} \right\} \leq 2 \exp \left( - \frac{\tau^2 n^2 2^{-3j_n}}{8m^2 2^{-2j_n}\|\Phi\|_2^2 + \frac{16}{3} \tau n 2^{-\frac{5}{2}j_n}\|\Phi\|_2^2} \right). \]  

(1.2.7)

The first two terms in (1.2.5) are of U-statistics type. They can be controlled by using the following exponential inequality for canonical U-statistics. We recall that a U-statistic of order two, \( \sum_{1 \leq i \neq j \leq k} h_{i,j}(X_i, X_j) \) is canonical (or degenerate) for the probability law of \( X \) if \( \mathbb{E}h_{i,j}(X, y) = \mathbb{E}h_{i,j}(x, X) = 0 \) for all \( i \neq j \) and \( x, y \in \mathbb{R} \). Likewise, a decoupled U-statistic \( \sum_{1 \leq i,j \leq n} h_{i,j}(X_i^{(1)}, X_j^{(2)}) \) where the 2n random variables are independent and not necessarily identically distributed, is canonical if for all \( i, j \) and \( x, y \in \mathbb{R} \), \( \mathbb{E}h_{i,j}(X_i^{(1)}, y) = \mathbb{E}h_{i,j}(x, X_j^{(2)}) = 0 \).

1.2.1 Theorem. (Giné, Latała, Zinn, 2000) There exists a universal constant \( L < \infty \) such
that, if \(h_{i,j}\) are bounded canonical kernels of two variables for the independent random variables \((X^{(1)}_i, X^{(2)}_j)\), \(i, j = 1, 2, \ldots, n\), and if \(A, B, C, D\) are as defined below, then

\[
\Pr \left\{ \sum_{1 \leq i, j \leq n} h_{i,j}(X^{(1)}_i, X^{(2)}_j) \geq x \right\} \leq L \exp \left[ -\frac{1}{L} \min \left( \frac{x^2}{C^2}, \frac{x^{2/3}}{D^{2/3}}, \frac{x^{1/2}}{A^{1/2}} \right) \right]
\]

for all \(x > 0\), where

\[
D = \| (h_{i,j}) \|_{L^2 \to L^2}
\]

\[
: = \sup \left\{ \mathbb{E} \sum_{i,j} h_{i,j}(X^{(1)}_i, X^{(2)}_j)f_i(X^{(1)}_i)g_j(X^{(2)}_j) : \mathbb{E} \sum_i f_i^2(X^{(1)}_i) \leq 1, \mathbb{E} \sum_j g_j^2(X^{(2)}_j) \leq 1 \right\},
\]

\[
C^2 = \sum_{i,j} \mathbb{E} h_{i,j}^2(X_i, X_j),
\]

\[
B^2 = \max_{i,j} \left[ \left\| \sum_i \mathbb{E} h_{i,j}^2(X^{(1)}_i, y) \right\|_\infty, \left\| \sum_j \mathbb{E} h_{i,j}^2(x, X^{(2)}_j) \right\|_\infty \right]
\]

\[
A = \max_{i,j} \| h_{i,j} \|_\infty.
\]

**1.2.2 Remark.** Theorem 1.2.1 holds if the decoupled U-statistic \(\sum_{1 \leq i, j \leq n} h_{i,j}(X^{(1)}_i, X^{(2)}_j)\) is replaced by the undecoupled one \(\sum_{i \neq j \leq n} h_{i,j}(X_i, X_j)\). This can be proved by setting \(h_{i,i} = 0\) so that \(\sum_{1 \leq i, j \leq n} h_{i,j}(X_i, X_j) = \sum_{1 \leq i, j \leq n} h_{i,j}(X_i, X_j)\), and using the decoupling result in Theorem 3.4.1, de la Peña and Giné (1999).

Due to the remark, to deal with the 2nd term in (1.2.5), we can take \(h_{i,j} = H_n, F_{i,j} = H_n, F\)
and apply Theorem 1.2.1 to $\sum_{1 \leq i \neq j \leq m} H_{n,F}(X_i, X_j)$. Next, we show the calculations on the bounds for $A, B, C$ and $D$.

Inequality (A.0.6) immediately gives the following two bounds.

\[
A = \max_{i,j} \|h_{i,j}\|_\infty = \max_{i,j} \|H_{n,F}\|_\infty
= \max_{i,j} \left\| \int_F \tilde{K}_n(t,x)\tilde{K}_n(t,y) dt \right\|_\infty \leq 4 \cdot 2^{-j_n} \|\Phi\|_2^2,
\]

and

\[
B^2 = \max_{i,j} \left[ \left\| \sum_i \| \mathbb{E} h^2_{i,j}(X^{(1)}_i, y) \|_\infty \right\| \right]
\leq 16m \cdot 2^{-2j_n} \|\Phi\|_2^4.
\]

Next we consider

\[
C^2 = \sum_{i,j} \mathbb{E} H^2_{n,F}(X_i, X_j) = \sum_{i,j} \mathbb{E} \left( \int_F \tilde{K}_n(t, X_1)\tilde{K}_n(t, X_2) dt \right)^2.
\]

By (A.0.6),

\[
\mathbb{E} \left( \int_F |\tilde{K}_n(t, X_1)\tilde{K}_n(t, X_2)| dt \right)^2 \leq (4 \cdot 2^{-j_n} \|\Phi\|_2^2)^2 < \infty.
\]

So we can apply Fubini’s theorem to the effect that

\[
\mathbb{E} \left( \int_F \tilde{K}_n(t, X_1)\tilde{K}_n(t, X_2) dt \right)^2 = \int_{F^2} \mathbb{E}[\tilde{K}_n(t, X_1)\tilde{K}_n(s, X_1)] \mathbb{E}[\tilde{K}_n(t, X_2)\tilde{K}_n(s, X_2)] dsdt
= 2^{-2j_n} \int_{F^2} (2^{-j_n} \mathbb{E}[\tilde{K}_n(t, X_1)\tilde{K}_n(s, X_1)])^2 dsdt
= 2^{-2j_n} \int_{F^2} (2^{-j_n} \mathbb{E}[\tilde{K}_n(t, X\tilde{K}_n(s, X)])^2 dsdt
\]
\[ = 2^{-2j_n} \int_{F^2} R^2_n(t,s)dsdt, \quad (1.2.17)\]

where
\[
R_n(t,s) := 2^{j_n} \int_{\mathbb{R}} \hat{K}_n(t,x)\hat{K}_n(s,x)f(x)dx. \quad (1.2.18)\]

By the above calculations and Lemmas A.0.2, A.0.3, for \( n \) large enough depending on \( F \),

\[
\mathbb{E}H^2_{n,F}(X_1, X_2) = 2^{-3j_n}2^{j_n} \int_{F^2} R^2_n(t,s)dsdt
\leq 2^{-3j_n} \cdot 2 \int_F f^2(x)dx \int_{\mathbb{R}} \left( \int_{\mathbb{R}} \Phi(w + u)\Phi(w)dw \right)^2 du \quad (1.2.19)
\leq 2^{-3j_n} \cdot 2||\Phi||^2_1||\Phi||^2_2 \int_F f^2(x)dx.
\]

Thus we have proved that, for all \( n \) large enough depending on \( F \),

\[ C^2 \leq 2m^2 \cdot 2^{-3j_n}||\Phi||^2_1||\Phi||^2_2 \int_F f^2(x)dx. \quad (1.2.20)\]

Finally, we estimate \( D \).

**1.2.3 Lemma.** If \( f \) satisfies condition (f) and \( \phi \) satisfies condition (S1),

\[ D \leq 4m2^{-2j_n}||f||_{\infty}||\Phi||^2_1. \quad (1.2.21)\]

**Proof.** Since \( h_{i,j} = H_{n,F} \) for all \( i,j \), claim that

\[ D = m \sup \left\{ \mathbb{E}H_{n,F}(X_1, X_2)l(X_1)g(X_2) : \mathbb{E}l^2(X_1) \leq 1, \mathbb{E}g^2(X_2) \leq 1 \right\}. \quad (1.2.22)\]

To see this, if in (1.2.9), we take \( f_i = l/\sqrt{m} \) for each \( i \) and \( g_j = g/\sqrt{m} \) for each \( j \) with \( l \)
and $g$ satisfying $\mathbb{E}l^2(X_1) \leq 1$, $\mathbb{E}g^2(X_2) \leq 1$, it is easy to see that

$$m \sup \{ \mathbb{E}H_{n,F}(X_1, X_2)l(X_1)g(X_2) : \mathbb{E}l^2(X_1) \leq 1, \mathbb{E}g^2(X_2) \leq 1 \} \leq D.$$ 

On the other hand, taking $l = \frac{1}{\sqrt{m}} \sum_i f_i$ and $g = \frac{1}{\sqrt{m}} \sum_j g_j$ with $\mathbb{E} \sum_i f_i^2(X_1) \leq 1$ and $\mathbb{E} \sum_j g_j^2(X_2) \leq 1$, we see that

$$D \leq m \sup \{ \mathbb{E}H_{n,F}(X_1, X_2)l(X_1)g(X_2) : \mathbb{E}l^2(X_1) \leq 1, \mathbb{E}g^2(X_2) \leq 1 \}.$$

So (1.2.22) holds. In fact, $D$ can be further simplified. Using the definition of $H_{n,F}$ in (1.2.3), we get

$$D = m \sup \{ \mathbb{E}H_{n,F}(X_1, X_2)l(X_1)g(X_2) : \mathbb{E}l^2(X_1) \leq 1, \mathbb{E}g^2(X_2) \leq 1 \}$$

$$= m \sup \left\{ \mathbb{E} \int_F \mathcal{K}_n(t, X_1) \mathcal{K}_n(t, X_2) l(X_1) g(X_2) dt : \mathbb{E}l^2(X_1) \leq 1, \mathbb{E}g^2(X_2) \leq 1 \right\} \quad (1.2.23)$$

$$= m \sup \left\{ \int_F [\mathbb{E}(\mathcal{K}_n(t, X) \varphi(X))]^2 dt : \mathbb{E}\varphi^2(X) \leq 1 \right\}.$$

By Cauchy-Schwarz,

$$\int_R [\mathbb{E}|\mathcal{K}_n(t, X)\varphi(X)|^2] dt = \int_R \left( \int_R |\mathcal{K}_n(t, x)\varphi(x)| f(x) dx \right)^2 dt$$

$$\leq \int_R \left( \int_R |\mathcal{K}_n(t, x)| f(x) dx \int_R |\mathcal{K}_n(t, y)| \varphi^2(y) f(y) dy \right) dt. \quad (1.2.24)$$

Let $\Phi_n(x) := \Phi(2^n x)$. Using (0.1.7) and that $f$ is bounded, for all $t \in \mathbb{R}$,

$$\int_R |\mathcal{K}_n(t, x)| f(x) dx = \int_R |\mathcal{K}_n(t, x) - \mathbb{E}\mathcal{K}_n(t, X)| f(x) dx$$

$$\leq \int_R |\mathcal{K}_n(t, x)| f(x) dx + \int_R \mathbb{E}|\mathcal{K}_n(t, X)| f(x) dx$$

$$\leq \int_R |\Phi_n(t - x)| f(x) dx + \mathbb{E}|\mathcal{K}_n(t, X)|$$
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\[ \leq 2\|\Phi_n\|_1 \|f\|_\infty. \]

For all \( \phi \) such that \( \mathbb{E}\phi^2(X) \leq 1 \), we also have
\[
\int_{\mathbb{R}} \int_{\mathbb{R}} |K_n(t, y)| \phi^2(y) f(y) dy dt \\
= \int_{\mathbb{R}} \int_{\mathbb{R}} (|K_n(t, y)| - \mathbb{E}K_n(t, X)|\phi^2(y) f(y) dy dt \\
\leq \int_{\mathbb{R}} \int_{\mathbb{R}} (|K_n(t, y)| + \mathbb{E}|K_n(t, X)|)|\phi^2(y) f(y) dy dt \\
= \int_{\mathbb{R}} \int_{\mathbb{R}} \Phi_n(t-y) \phi^2(y) f(y) dy dt \\
+ \int_{\mathbb{R}} \int_{\mathbb{R}} \mathbb{E}|K_n(t, X)||\phi^2(y) f(y) dy dt \\
\leq \|\Phi_n\|_1 + \int_{\mathbb{R}} \mathbb{E}\Phi_n(t-X) dt \\
= 2\|\Phi_n\|_1.
\]

Then combining (1.2.23) – (1.2.25), we obtain \( D \leq 4m\|f\|_\infty\|\Phi_n\|_1^2 \). Since \( \|\Phi_n\|_1 = \int \Phi(2^{-j_n} x) dx = 2^{-j_n} \|\Phi\|_1 \), we get
\[
D \leq 4m2^{-2j_n}\|f\|_\infty\|\Phi\|_1^2. \tag{1.2.26}
\]

\( \square \)

1.2.4 Proposition. Let \( X_i \) be i.i.d. with density \( f \) satisfying condition (f). Let \( F \) be a measurable subset of \( \mathbb{R} \) satisfying condition (1.1.9). \( \phi \) satisfies (S1) and \( K \) is the projection kernel associated with \( \phi \). \( 2^{-j_n} \to 0 \). Then there exist constants \( \kappa_0 \) (depending on \( f \) and \( \phi \)) and \( n_0 \) (depending on \( F, f, \phi \) and the sequence \( \{j_n\} \)) such that, for all \( \tau > 0 \)
and for all $n \geq n_0$, $0 \leq m < n$,

\[
\Pr\left\{ \left| \sum_{1 \leq i \neq j \leq m} H_n f(X_i, X_j) \right| \geq \tau n 2^{-\frac{3}{4} j/n} \right\} \leq \kappa_0 \exp\left(-\frac{1}{\kappa_0} \min\left\{ \frac{\tau^2 n^2}{m^2 \int f^2(x) dx'}, \frac{\tau n}{m 2^{-j/n/2}} \right\} \right) \]  

(1.2.27)

and

\[
\Pr\left\{ \left| \sum_{i=1}^{m} \sum_{j=m+1}^{n} H_n f(X_i, X_j) \right| \geq \tau n 2^{-\frac{3}{4} j/n} \right\} \leq \kappa_0 \exp\left(-\frac{1}{\kappa_0} \min\left\{ \frac{\tau^2 n^2}{m(n-m) \int f^2(x) dx'}, \frac{\tau n}{\sqrt{m(n-m) 2^{-j/n/2}}} \right\} \right) \]  

(1.2.28)

Proof. Gathering Theorem 1.2.1, (1.2.13), (1.2.14), (1.2.20) and (1.2.21), we get (1.2.27). (1.2.28) can be obtained in a similar way. \qed

1.2.5 Proposition. Under the same hypotheses of Proposition 1.2.4 on $f$, $\phi$ and $\{j_n\}$, there exist constants $\kappa_0$ (depending on $\phi$ and $f$) and $n_0$ (depending on $F, f, \phi$ and the sequence $\{j_n\}$) such that, for all $\tau > 0$ and for all $n \geq n_0$,

\[
\Pr\left\{ |W_n(F)| \geq \tau n 2^{-\frac{3}{4} j/n} \right\} \leq \kappa_0 \exp\left(-\frac{1}{\kappa_0} \min\left\{ \frac{\tau^2}{\int f^2(x) dx'}, 2^{j/n} \tau, \tau^2/n^{1/3}, \tau^{1/2} n^{1/2} \tau, \tau^2 n^{-1/2} \right\} \right) \]  

(1.2.29)

In particular, if the sequence $2^{j/n}$ satisfies condition (B1) and $\tau = \eta \sqrt{\log \log n}$, the first
term dominates. For every $\eta > 0$ there exist $\kappa_0$ and $n_0$ as above such that

$$
\Pr \left\{ \left| W_n(F) \right| \geq \eta n 2^{-\frac{3}{2} j_n} \right\} \leq \kappa_0 \exp \left( -\frac{\eta^2 \log \log n}{\kappa_0 \int_F f^2(x)dx} \right)
$$

(1.2.30)

for all $n \geq n_0$.

Proof. Clearly,

$$
\Pr \left\{ \left| W_n(F) \right| \geq 2 \tau n 2^{-\frac{3}{2} j_n} \right\} \leq \Pr \left\{ \left| L_n(F) \right| \geq \tau n 2^{-\frac{3}{2} j_n} \right\} + \Pr \left\{ \left| U_n(F) \right| \geq \tau n 2^{-\frac{3}{2} j_n} \right\}. \tag{1.2.31}
$$

By Bernstein’s inequality for $L_n(F)$ (see (1.2.7)), for all the measurable sets $F$ and all $n$, we have

$$
\Pr \left\{ \left| L_n(F) \right| \geq \tau n 2^{-\frac{3}{2} j_n} \right\} \leq 2 \exp \left( -\frac{\tau^2 n 2^{-3 j_n}}{8 n 2^{-3 j_n} \| \Phi \|_2^4 + \frac{16}{3} \tau n 2^{-\frac{3}{2} j_n} \| \Phi \|_2^2} \right)
$$

$$
\leq C \exp \left( -\frac{1}{C} \frac{\tau^2 n 2^{-3 j_n}}{n 2^{-2 j_n} + \tau n 2^{-\frac{3}{2} j_n}} \right)
$$

$$
\leq C \exp \left( -\frac{1}{C} \min \left( \tau^2 n 2^{-j_n}, \tau n 2^{-\frac{j_n}{2}} \right) \right), \tag{1.2.32}
$$

where $C$ depends on the scaling function $\phi$ through $\Phi$. By inequality (1.2.27) there is a constant $\kappa_0'$, such that

$$
\Pr \left\{ \left| U_n(F) \right| \geq \tau n 2^{-\frac{3}{2} j_n} \right\} = \Pr \left\{ \left| \sum_{1 \leq i \neq j \leq n} H_{n,F}(X_i, X_j) \right| \geq \tau n 2^{-\frac{3}{2} j_n} \right\}
$$

$$
\leq \kappa_0' \exp \left( -\frac{1}{\kappa_0'} \min \left( \frac{\tau^2}{\int_F f^2(x)dx}, 2^{j_n/2}, \tau^{2/3} n^{1/3} 2^{-\frac{j_n}{2}}, \tau^{1/2} n^{1/2} 2^{-\frac{j_n}{2}} \right) \right). \tag{1.2.33}
$$

for all $n$ large enough. These two inequalities give (1.2.29).

Now the three terms in the decomposition of $W_n(\mathbb{R}) - W_{n,m}(\mathbb{R})$ in (1.2.5) can be bounded. The first two are of the U-statistics type, so Proposition 1.2.4 is used to obtain the
estimation. The last one is a sum of mean zero i.i.d. r.v.’s and can be dealt with by (1.2.7).

1.2.6 Lemma. Under the same hypotheses of Proposition 1.2.4 on $f$, $\phi$ and $\{j_n\}$, there exist a constant $\kappa_0$ (depending on $f$ and $\phi$) and $\eta > 0$ such that, for all $\epsilon > 0$, $\sigma > 0$, if $n$ is large enough (depending on $f$, $\phi$ and $\{j_n\}$), and $m$ is fixed such that $0 \leq m < n$,

$$
\Pr \left\{ |W_n(\mathbb{R}) - W_{n,m}(\mathbb{R})| \geq \epsilon n 2^{-3j_n/2} \sqrt{2 \log \log n} \right\} \leq \kappa_0 \exp \left( -\frac{\epsilon^2 n^3}{\kappa_0} \right). \quad (1.2.34)
$$

Proof. By the decomposition (1.2.5), $W_n(\mathbb{R}) - W_{n,m}(\mathbb{R})$ is split into three terms.

$$
\Pr \left\{ |W_n(\mathbb{R}) - W_{n,m}(\mathbb{R})| \geq \epsilon n 2^{-3j_n/2} \sqrt{2 \log \log n} \right\} \\
= \Pr \left\{ \left| 2 \sum_{i=1}^{m} \sum_{j=m+1}^{n} H_n(X_i, X_j) + \sum_{1 \leq i \neq j \leq m} H_n(X_i, X_j) + \sum_{i=1}^{m} (H_n(X_i, X_i) - \mathbb{E}H_n(X_i, X_i)) \right| \geq \epsilon n 2^{-3j_n/2} \sqrt{2 \log \log n} \right\} \\
\leq \Pr \left\{ \left| 2 \sum_{i=1}^{m} \sum_{j=m+1}^{n} H_n(X_i, X_j) \right| \geq \frac{1}{3} \epsilon n 2^{-3j_n/2} \sqrt{2 \log \log n} \right\} \\
+ \Pr \left\{ \left| \sum_{1 \leq i \neq j \leq m} H_n(X_i, X_j) \right| \geq \frac{1}{3} \epsilon n 2^{-3j_n/2} \sqrt{2 \log \log n} \right\} \\
+ \Pr \left\{ \left| \sum_{i=1}^{m} (H_n(X_i, X_i) - \mathbb{E}H_n(X_i, X_i)) \right| \geq \frac{1}{3} \epsilon n 2^{-3j_n/2} \sqrt{2 \log \log n} \right\}. \quad (1.2.35)
$$

By (1.2.7), for all $n$ and fixed $m < n$,

$$
\Pr \left\{ \left| \sum_{i=1}^{m} (H_n(X_i, X_i) - \mathbb{E}H_n(X_i, X_i)) \right| \geq \frac{1}{3} \epsilon n 2^{-3j_n/2} \sqrt{2 \log \log n} \right\} \\
\leq 2 \exp \left( -\frac{\epsilon^2 \sigma^2 n^2 2^{-3j_n} \log \log n}{8m 2^{-2j_n} ||\phi||_2^4 + \frac{16}{3} \cdot \frac{1}{2} \epsilon n 2^{-5j_n/2} ||\phi||_2^2 \sqrt{2 \log \log n} \right) \quad (1.2.36)
$$

$$
\leq c_1 \exp \left( -\frac{1}{c_1} \min \left( \epsilon^2 n^2 2^{-j_n} \log \log n, \epsilon n 2^{-j_n/2} \sqrt{\log \log n} \right) \right),
$$
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where \( c_1 \) is a constant that depends on \( m, \sigma \) and \( \phi \). Then by condition (B1), there exists \( \eta_1 > 0 \) such that the last term is dominated by \( c'_1 \exp \left( -\frac{1}{c_1} e^{2n\eta_1} \right) \).

Take \( \tau = \frac{1}{3} \epsilon c \sigma \sqrt{2 \log \log n} \) and \( F = \mathbb{R} \) in (1.2.27), for all \( n \) large enough depending on \( f \), \( \phi \) and \( \{j_n\} \),

\[
\text{Pr}\left\{ \sum_{1 \leq i < j \leq m} H_n(X_i, X_j) \geq \frac{1}{3} \epsilon \sigma^2 n^2 \sqrt{2 \log \log n} \right\} \leq c_2 \exp \left( -\frac{1}{c_2} \min \left[ \frac{e^{2n\eta_1}}{2}, \frac{1}{m^2} \int_{\mathbb{R}} f^2(x) dx, \frac{1}{m} \right] \right) \\
= c'_2 \exp \left( -\frac{1}{c'_2} \min \left[ e^{2n\eta_1}, \frac{e^{2n\eta_1}}{m^2}, \frac{1}{m} \right] \right) \leq c''_2 \exp \left( -\frac{1}{c''_2} \sqrt{\log \log n} \right) (1.2.37)
\]

where \( c_2 \) and \( c'_2 \) depends on \( f, \phi \) and \( \sigma \). Since \( 2^{-j_n} \approx n^{-\delta} \), for some \( \delta \in (0, 1/3) \), and for every fixed \( m \) such that \( 0 \leq m < n \), this is

\[
\leq c''_2 \exp \left( -\frac{1}{c''_2} \min \left[ e^{2n\eta_1}, e^{2n\eta_1} \sqrt{\log \log n}, e^{2n\eta_1} \sqrt{\log \log n}, \frac{e^{2n\eta_1}}{m^2} \right] \right) \leq c''_2 \exp \left( -\frac{1}{c''_2} \sqrt{\log \log n} \right) (1.2.38)
\]

for some \( \eta_2 > 0 \). For the first summand in (1.2.35), by (1.2.28), through similar calculations, we have

\[
\text{Pr}\left\{ \sum_{i=1}^{m} \sum_{j=m+1}^{n} H_n(X_i, X_j) \geq \frac{1}{6} \epsilon \sigma^2 n^2 \sqrt{2 \log \log n} \right\} \leq c_3 \exp \left( -\frac{1}{c_3} e^{2n\eta_3} \right) (1.2.39)
\]
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for some \( \eta_3 > 0 \). Gathering the bounds for the three summands in (1.2.35), we conclude that there exists \( \eta > 0 \) and \( \kappa_0 < \infty \), such that for all \( 0 < \epsilon < 1 \) and all \( n \) large enough,

\[
\Pr \left\{ \left\| W_n(R) - W_{n,m}(R) \right\| \geq \epsilon n^{2^{-3j_n/2}} \sqrt{2 \log \log n} \right\} \leq \kappa_0 \exp \left( -\frac{\epsilon^2 n^\eta}{\kappa_0} \right). \tag{1.2.40}
\]

\[\square\]

1.3 Moderate Deviations

In this section, we’ll prove a moderate deviation result for \( W_n([-M,M]) \), \( M > 0 \). This statistic can be approximated by a Gaussian chaos due to the Komlós-Major-Tusnády (KMT) theorem and the Dvoretzky-Kiefer-Wolfowitz (DKW) inequalities. Then a moderate deviation result in Giné and Mason (2004) is used for the Gaussian chaos.

We assume throughout this section that \( \phi \) satisfies both (S1) and (S2).

Given a sequence of i.i.d. random variables \( X, X_1, ..., X_n, n \in \mathbb{N} \) with Lebesgue density \( f \). Let \( F(t) \) be the distribution function. Let \( F_n(t) \) be the empirical distribution function, that is

\[
F_n(t) := \frac{1}{n} \sum_{i=1}^{n} 1(X_i \leq t)
\tag{1.3.1}
\]

For all \( x \in \mathbb{R} \), set

\[
E_n(x) := \sqrt{n2^{-j_n}}[f_{n,K}(x) - \mathbb{E}f_{n,K}(x)] = \sqrt{\frac{2^{j_n}}{n}} \sum_{i=1}^{n} [K(2^{j_n}x, 2^{j_n}X_i) - \mathbb{E}K(2^{j_n}x, 2^{j_n}X)]
\]

\[
= \sqrt{n2^{j_n}} \int_{\mathbb{R}} K(2^{j_n}x, 2^{j_n}t)d[F_n(t) - F(t)]. \tag{1.3.2}
\]

Define \( K_{n,x}(t) := K(2^{j_n}x, 2^{j_n}t) \) and let \( \mu_{K_{n,x}}(t) \) be the Borel measure associated with \( K_{n,x}(t) \).
Define the Gaussian process

\[ \Gamma_n(x) := 2^{j_n/2} \int_{\mathbb{R}} [B_n(F(x)) - B_n(F(t))]d\mu_{K_n}(t), \quad (1.3.3) \]

where \( B_n \) is a sequence of Brownian bridges. By definition of \( W_n([-M,M]) \), we may write

\[ \frac{2^{3j_n/2}}{n} W_n([-M,M]) = 2^{j_n/2} \int_{-M}^{M} ((E_n(t))^2 - \mathbb{E}(E_n(t))^2) dt. \quad (1.3.4) \]

We want to approximate it by the Gaussian chaos:

\[ 2^{j_n/2} \int_{-M}^{M} \left[ (\Gamma_n(t))^2 - \mathbb{E}((\Gamma_n(t))^2) \right] dt. \quad (1.3.5) \]

In order to apply the KMT theorem (to be stated below) to control the difference of the two statistics, we need an integration by parts formula for \( E_n(x) \). We check two conditions first (Exercise 3.34, Folland, 1999): (i) \( F_n(t) - F(t) \) and \( K_{n,x}(t) \) are in the space \( NBV \), where \( NBV \) is defined by

\[ NBV = \{ G \text{ is of bounded variation, } G \text{ is right continuous and } G(-\infty) = 0 \}. \quad (1.3.6) \]

(ii) For fixed \( N > 0 \) and all \( t \in [-N,N] \), the probability that \( F_n(t) - F(t) \) and \( K_{n,x}(t) \) are both discontinuous is 0.

It’s obvious that, with probability one, \( F_n(t) - F(t) \) is right continuous and \( \lim_{t \to -\infty} (F_n(t) - F(t)) = 0 \). \( F_n(t) \) and \( F(t) \) are both bounded and increasing, so \( F_n(t) - F(t) \) is of bounded
variation. \( K_{n,x}(t) \) is also right continuous.

\[
\lim_{t \to -\infty} K_{n,x}(t) = \lim_{t \to -\infty} \sum_k \phi\left(2^j x - k\right) \phi\left(2^j t - k\right).
\] (1.3.7)

For fixed \( x \), this is a finite sum of functions with compact support. So,

\[
\lim_{t \to -\infty} K_{n,x}(t) = 0.
\] (1.3.8)

Similarly,

\[
\lim_{t \to \infty} K_{n,x}(t) = 0.
\] (1.3.9)

To see that \( K_{n,x}(t) \) is of bounded variation, let \( T_{K_{n,x}}(t) := \sup \{|\sum_{l=1}^m [K_{n,x}(t_l) - K_{n,x}(t_{l-1})]| : m \in \mathbb{N}, -\infty < t_0 < \ldots < t_m = t\} \). For any \( m \in \mathbb{N} \) and any partition over \((-\infty, t)\),

\[
\sum_{l=1}^m |K_{n,x}(t_l) - K_{n,x}(t_{l-1})| = \sum_{l=1}^m \left| \sum_k \phi(2^j x - k) \phi(2^j t_l - k) - \sum_k \phi(2^j x - k) \phi(2^j t_{l-1} - k) \right|
\leq \sum_k |\phi(2^j x - k)| \sum_{l=1}^m |\phi(2^j t_l - k) - \phi(2^j t_{l-1} - k)|
\leq \sum_k |\phi(2^j x - k)| \|\phi(2^j \cdot - k)\|_v.
\] (1.3.10)

Now if \( t_0 < \ldots < t_m \) is a partition, so is \( 2^j t_0 - k < \ldots < 2^j t_m - k \). Also recall \( \phi \) satisfies (1.1.1) and (S2), then we have, for almost every \( x \),

\[
\|K_{n,x}\|_v = \lim_{t \to \infty} T_{K_{n,x}}(t) \leq \sum_k |\phi(2^j x - k)| \|\phi\|_v := C_\phi,
\] (1.3.11)

where \( C_\phi \) is a constant that depends only on the scaling function \( \phi \).

Now we check (ii). \( K_{n,x}(t) \) could only have discontinuities at countably many points,
say, \( \{e_j\}, j \in \mathbb{N} \). \( F_n(t) - F(t) \) could only have discontinuities at \( X_i, i = 1, \ldots, n \).

\[
\Pr\{F_n(t) - F(t) \text{ is discontinuous at } e_j, j \in \mathbb{N}\} = \Pr\{X_i = e_j, 1 \leq i \leq n, j \in \mathbb{N}\} \leq n \Pr\{X = e_j, j \in \mathbb{N}\} = 0.
\]

(1.3.12)

Thus with probability one, for fixed \( N > 0 \), there are no points in \([-N,N]\) where \( F_n(t) - F(t) \) and \( K_{n,x}(t) \) are both discontinuous.

Let \( \mu_F \) be the signed Borel measure associated with \( F_n(t) - F(t) \). We then apply the integration by parts formula (Exercise 3.34, Folland, 1999) to the integral \( \int_{-N}^{N} K(2^{jn}x, 2^{jn}t)d[F_n(t) - F(t)] \). With probability one,

\[
\int_{[-N,N]} K_{n,x}(t)d[F_n(t) - F(t)] + \int_{[-N,N]} (F_n(t) - F(t))d\mu_{K_{n,x}}(t)
\]

(1.3.13)

\[= K_{n,x}(N)(F_n(N) - F(N)) - K_{n,x}((-N)-)(F_n((-N)-) - F((-N)-)).\]

Due to (1.3.8) and (1.3.9), the right hand side of (1.3.13) approaches zero as \( N \to \infty \).

For the left hand side, we notice

\[
\left|K_{n,x}(t)1_{[-N,N]}\right| \leq \Phi(2^{jn}(x - t)),
\]

(1.3.14)

\[
\int \Phi(2^{jn}(x - t))d|\mu_F| \leq C||F_n - F||_p < \infty,
\]

(1.3.15)

and

\[
|F_n(t) - F(t)|1_{[-N,N]} \leq 2.
\]

(1.3.16)
Applying Lebesgue dominated convergence,
\[
\int 2d|\mu_{K_n,x}|(t) = 2\|K_n,x\|_\nu < \infty. \tag{1.3.17}
\]

The left hand side converges to \(\int_{\mathbb{R}} K_{n,x}(t)d[F_n(t) - F(t)] + \int_{\mathbb{R}} (F_n(t) - F(t))d\mu_{K_n,x}(t)\). Letting \(N \to \infty\) on both sides of (1.3.13), we have shown that
\[
\int_{\mathbb{R}} K_{n,x}(t)d[F_n(t) - F(t)] = - \int_{\mathbb{R}} (F_n(t) - F(t))d\mu_{K_n,x}(t). \tag{1.3.18}
\]

Thus in (1.3.2), with probability one,
\[
E_n(x) = \sqrt{n}2^{\nu_n} \int_{\mathbb{R}} [F(t) - F_n(t)]d\mu_{K_n,x}(t)
= \sqrt{n}2^{\nu_n} \int_{\mathbb{R}} [F(t) - F_n(t) - (F(x) - F_n(x))]d\mu_{K_n,x}(t). \tag{1.3.19}
\]

The last equality follows since by (1.3.8) and (1.3.9),
\[
\int_{\mathbb{R}} [F(x) - F_n(x)]d\mu_{K_n,x}(t) = (F(x) - F_n(x)) \int_{\mathbb{R}} d\mu_{K_n,x}(t)
= (F(x) - F_n(x)) \lim_{N \to \infty} |K_{n,x}(N) - K_{n,x}(-N)| \tag{1.3.20}
= 0.
\]

Let \(\alpha_n(t) := \sqrt{n} [F_n(t) - F(t)]\) and \(D_n := \sup_{-\infty < t < \infty} |\alpha_n(t) - B_n(F(t))|\). By the definition of \(\Gamma_n(x), (1.3.19)\) and (1.3.11),
\[
|E_n(x) - \Gamma_n(x)|
\leq 2^{\nu_n/2} 2D_n \int_{\mathbb{R}} d|\mu_{K_n,x}| \leq 2^{\nu_n/2} 2D_n C_{\phi} < \infty. \tag{1.3.21}
\]
Similar to the above,

\[
\text{ess sup}_x (|E_n(x)| + |\Gamma_n(x)|) \leq 2^{j_n/2} \cdot 2C_{\phi} (\|\alpha_n\|_{\infty} + \|B_n\|_{\infty}). \tag{1.3.22}
\]

Next we’ll prove a bound on the size of the difference between (1.3.4) and (1.3.5). With probability one,

\[
D_n(M) := \left| \frac{2^{3j_n/2}}{n} W_n([-M, M]) - 2^{j_n/2} \int_{-M}^{M} (\Gamma_n(t)^2 - \mathbb{E}(\Gamma_n(t)^2)) \, dt \right|
= 2^{j_n/2} \int_{-M}^{M} (\mathbb{E}(E_n(t)^2) - \mathbb{E}(E_n(t)^2)) \, dt - \int_{-M}^{M} (\Gamma_n(t)^2 - \mathbb{E}(\Gamma_n(t)^2)) \, dt
= 2^{j_n/2} \int_{-M}^{M} (\mathbb{E}(E_n(t)^2) - \Gamma_n(t)^2) \, dt
\leq 2^{j_n/2} \text{ess sup}_x (|E_n(x)| + |\Gamma_n(x)|) \int_{-M}^{M} |E_n(t) - \Gamma_n(t)| \, dt. \tag{1.3.23}
\]

Using the bounds in (1.3.21) and (1.3.22), we then have

\[
D_n(M) \leq 2^{j_n/2} \text{ess sup}_x (|E_n(x)| + |\Gamma_n(x)|) 2^{j_n/2} \cdot 2D_n C_{\phi} 2M
\leq 2^{5j_n/2} 8MD_n(\|\alpha_n\|_{\infty} + \|B_n\|_{\infty}) C_{\phi}^2. \tag{1.3.24}
\]

We use the KMT theorem for \(D_n\) and the Dvoretzky-Kiefer-Wolfowitz (DKW) inequalities for \(\|\alpha_n\|_{\infty}\) and \(\|B_n\|_{\infty}\).

1.3.1 Theorem. (Komlós, Major, Tusnády, 1975) There exists a probability space \((\Omega, \mathcal{A}, P)\) with i.i.d random variables \(X_1, X_2, \ldots\), with density \(f\) and a sequence of Brownian bridges \(B_1, B_2, \ldots\), such that, for all \(n \geq 1\) and \(x \in \mathbb{R}\),

\[
\Pr\{D_n \geq n^{-1/2}(a \log n + x)\} \leq b \exp(-cx), \tag{1.3.25}
\]

where \(a, b\) and \(c\) are positive constants that do not depend on \(n, x\) or \(f\).
The DKW (Dvoretzky et al., 1956; or see Shorack and Wellner, 1986) inequalities give that, for every $z > 0$,

$$\Pr \{ \| \alpha_n \|_\infty > z \} \leq 2 \exp(-2z^2), \quad \Pr \{ \| B_n \|_\infty > z \} \leq 2 \exp(-2z^2).$$ (1.3.26)

These inequalities lead to the following proposition.

1.3.2 Proposition. Assuming the scaling function $\phi$ satisfies (S1), (S2) and $j_n$ satisfies (B1), for any $\gamma > 0$ there exists $C_{M,\phi} > 0$ such that

$$\Pr \left\{ D_n(M) \geq \frac{C_{M,\phi}(\log n)^2}{2^{-3}j_n/2 \sqrt{n}} \right\} \leq n^{-\gamma}$$ (1.3.27)

for all $n > n_0(\gamma)$.

Proof. For $\gamma > 0$, take $x = 2\gamma \log n/c$ in (1.3.25), where $c$ is the constant in (1.3.25). For $n$ large enough depending on $\gamma$,

$$2\gamma \log n \geq \gamma \log n + \log 2b.$$ (1.3.28)

Then by (1.3.25) in the KMT theorem,

$$\Pr \left\{ D_n \geq \frac{1}{\sqrt{n}} \left( a + \frac{2\gamma}{c} \right) \log n \right\} \leq b \exp(-2\gamma \log n) \leq \frac{1}{2} n^{-\gamma}. \quad \text{(1.3.29)}$$

From DKW inequalities (1.3.26), it is easy to see that for $n$ large enough,

$$\Pr \left\{ \| \alpha_n \|_\infty + \| B_n \|_\infty > \frac{\log n}{a + 2\gamma/c} \right\} \leq 4 \exp \left( -\frac{(\log n)^2}{2(\frac{\log n}{a + \frac{2\gamma}{c}})^2} \right) \leq \frac{1}{2} n^{-\gamma}. \quad \text{(1.3.30)}$$
Using (1.3.24),
\[
\Pr \left\{ D_n(M) \geq \frac{8M^2C_\phi^2 (\log n)^2}{2^{-3j_n/2} \sqrt{n}} \right\} \\
\leq \Pr \left\{ D_n (\|\alpha_n\|_\infty + \|B_n\|_\infty) \geq \frac{(\log n)^2}{\sqrt{n}} \right\} \\
\leq \Pr \left\{ D_n \geq \frac{1}{\sqrt{n}} \left( a + \frac{2\gamma}{c} \right) \log n \right\} + \Pr \left\{ \|\alpha_n\|_\infty + \|B_n\|_\infty > \frac{\log n}{a + 2\gamma/c} \right\}
\leq n^{-\gamma}.
\]
(1.3.31)

Now take $C_{M,\phi} = 8MC_\phi^2$ to prove (1.3.27).

Next we derive a moderate deviation result for the Gaussian chaos $2^{j_n/2} \int_{-M}^{M} (\Gamma_n(t))^2 - \mathbb{E}((\Gamma_n(t))^2)) dt$. It is easier to obtain a moderate deviation result for this than for $2^{j_n/2} W_n([-M, M])/n$. We first justify that it can be written as a sum of independent random variables. We have,
\[
\mathbb{E} \Gamma_n(x) = 2^{j_n/2} \int_{\mathbb{R}} \mathbb{E}[B_n(F(x)) - B_n(F(t))] d\mu_{K_n}(t) = 0. 
\]
(1.3.32)

Recall the definition of $R_n$ in (1.2.18). Using (1.3.2), we can verify that
\[
\mathbb{E} [E_n(s)E_n(t)] = R_n(s, t). 
\]
(1.3.33)

Comparing (1.3.3) and (1.3.19), and using
\[
n\mathbb{E} [F(t) - F_n(t)] [F(s) - F_n(s)] = \mathbb{E}[B_n(F(t))B_n(F(s))] = F(t \wedge s) - F(s)F(t), 
\]
(1.3.34)

we get
\[
\mathbb{E} [\Gamma_n(s)\Gamma_n(t)] = \mathbb{E} [E_n(s)E_n(t)] = R_n(s, t). 
\]
(1.3.35)
By Fubini and (A.0.4), for any subset \( F \) satisfying conditions (1.1.9),

\[
\mathbb{E}\left( \int_{F} \Gamma_{s}^{2}(s)ds \right) = \int_{F} R_{n}(s,s)ds \leq 2^{j_{n}} \int_{\mathbb{R}} \int_{\mathbb{R}} K_{n}^{2}(s,u)f(u)du ds
\]

\[
\leq 4\|\Phi\|^{2}_{2}.
\]

(1.3.36)

Define the operator \( \mathcal{R}_{n,F} \) for \( \varphi \in L_{2}(F) \),

\[
\mathcal{R}_{n,F}\varphi(s) = \int_{F} R_{n}(s,t)\varphi(t)dt.
\]

(1.3.37)

The following well-known proposition shows that the Gaussian chaos can be written as a sum of weighted, centered chi-squared random variables, e.g.,

1.3.3 Proposition. (Giné and Mason, 2004) A centered non-degenerate Gaussian process \( \{\Gamma(t), t \in F\} \), for \( F \) a Borel subset of \( \mathbb{R} \), with covariance function

\[
R(s, t) = \mathbb{E}(\Gamma(t)\Gamma(s)), s, t \in F
\]

(1.3.38)

has a version with all of its sample paths in \( L_{2}(F) \) if and only if

\[
0 < \int_{F} R(s,s)ds < \infty.
\]

(1.3.39)

If this is the case, then

\[
0 < \int_{F^{2}} R^{2}(s, t)ds dt < \infty,
\]

(1.3.40)

and the spectrum of the operator

\[
\mathcal{R}\varphi(s) = \int_{F} R(s, t)\varphi(t)dt, \ \varphi \in L_{2}(F)
\]

(1.3.41)
consists of a sequence of non-negative eigenvalues $\lambda_1 \geq \lambda_2 \geq \ldots \geq 0$ in $\ell_1$, corresponding to eigenvectors $e_1, e_2, \ldots$, that can be taken to be orthonormal, in which case $R(s, t) = \sum_i \lambda_i e_i(s)e_i(t)$ in the $L_2(F \times F)$ sense; moreover, for this sequence of eigenvalues and eigenvectors,

$$\Gamma(t) \overset{d}{=} \sum_{k=1}^{\infty} \lambda_k^{1/2} e_k(t)Z_k,$$  \hspace{1cm} (1.3.42)

$$\int_F \left[ (\Gamma(t))^2 - \mathbb{E}(\Gamma(t))^2 \right] dt = \sum_{k=1}^{\infty} \lambda_k (Z_k^2 - 1),$$  \hspace{1cm} (1.3.43)

where $Z_1, Z_2, \ldots$, are i.i.d $N(0, 1)$ random variables and

$$\sum_{k=1}^{\infty} \lambda_k = \int_F R(s, s) ds,$$  \hspace{1cm} (1.3.44)

and

$$\sum_{k=1}^{\infty} \lambda_k^2 = \int_{F^2} R^2(s, t) ds dt.$$  \hspace{1cm} (1.3.45)

According to Proposition 1.3.3, $[\Gamma_n(t), t \in [-M, M]]$ has a version with all of its sample paths in $L_2([-M, M])$. It also follows from the proposition that,

$$\int_{-M}^{M} \left[ (\Gamma_n(t))^2 - \mathbb{E}(\Gamma_n(t))^2 \right] dt = \sum_{k=1}^{\infty} \lambda_{n,k} (Z_k^2 - 1),$$  \hspace{1cm} (1.3.46)

where $\lambda_{n,1} \geq \lambda_{n,2} \geq \ldots \geq 0$ are the eigenvalues of the operator $\mathcal{R}_{n,F}$ where $F = [-M, M]$. For some $0 < \eta \leq 1$, $\mathbb{E}|Z_k^2 - 1|^{2+\eta} \leq 1$. We calculate the limiting variance of the Gaussian
chaos by Lemmas A.0.3 and A.0.4,

\[
\lim_{n \to \infty} 2^n \mathbb{E} \left[ \int_{-M}^{M} \left( (\Gamma_n(t))^2 - E(\Gamma_n(t))^2 \right) dt \right]^2 = \lim_{n \to \infty} 2^n \mathbb{E} \left[ \sum_{k=1}^{\infty} \lambda_{n,k} (Z_k^2 - 1) \right]^2 = \lim_{n \to \infty} 2 \cdot 2^n \sum_{k=1}^{\infty} \lambda_{n,k}^2 \text{ as the partial sums are Cauchy in } L^2(P)
\]

\[
= \lim_{n \to \infty} 2 \cdot 2^n \int_{-M}^{M} \int_{-M}^{M} R_n^2(s,t) ds dt = 2 \int_{-M}^{M} f^2(x) dx =: \sigma^2(M).
\]

Set \( b_n := (\lambda_{n,1}/\Lambda_n)^\eta \), where \( \Lambda_n^2 := \sum_{k=1}^{\infty} \lambda_{n,k}^2 \). Also define

\[
V_n := \frac{1}{\sqrt{2} \Lambda_n} \sum_{k=1}^{\infty} \lambda_{n,k} (Z_k^2 - 1).
\]

Corollary 4.6 in Giné and Mason (2004) gives a moderate deviation result for \( V_n \). It was proved using Pinsky’s method (Pinsky, 1966). For any sequence \( a_n \) converging to infinity at the rate \( a_n^2 + \log b_n \to -\infty \), for all \( 0 < \epsilon < 1 \),

\[
\exp \left( -\frac{a_n^2}{2} (1 + \epsilon) \right) \leq \text{Pr} \{ \pm V_n \geq a_n \} \leq \exp \left( -\frac{a_n^2}{2} (1 - \epsilon) \right)
\]

(1.3.49)

if \( n \) is large enough depending on \( \epsilon \). In order to apply the Corollary, we first check the condition \( b_n \to 0 \). By Lemma A.0.9,

\[
\lambda_{n,1} \leq \sup \{ ||R_n,[-M,M]|\varphi||_2 : ||\varphi||_2 = 1, \varphi \in L_2([-M,M]) \}
\]

\[
\leq 2^{-h} C^{1/2}(\Phi, f).
\]

(1.3.50)
And by (1.3.47),

\[ \frac{\lambda_{n,1}}{\sqrt{2 \sum_{k=1}^{\infty} \lambda_{n,k}^2}} \leq 2^{-j_n} C^{1/2}(\Phi, f) \]

\[ \leq \frac{2^{-j_n} C^{1/2}(\Phi, f)}{2^{-j_n/2} \sigma(M)} \]

\[ \times 2^{-j_n/2} \]

\[ \to 0. \]

This gives that \( b_n \to 0 \). The above calculation also estimates the order of \( b_n \), which determines the size of the moderate deviation \( a_n \). Set

\[ V_n(M) := \frac{2^{j_n/2} \sigma(M)}{\sigma(M)} \int_{-M}^{M} \left( (\Gamma_n(t))^2 - E(\Gamma_n(t))^2 \right) dt. \] (1.3.52)

Comparing the definitions of \( V_n \) and \( V_n(M) \) in (1.3.46) and (1.3.48), we see that

\[ V_n = c_{n,M} V_n(M), \] (1.3.53)

where \( c_{n,M} = \frac{2^{-j_n/2} \sigma(M)}{\sqrt{2} \Lambda_n} \), and by the calculation in (1.3.47), \( c_{n,M} \to 1 \) as \( n \to \infty \).

\[ \text{Pr}\{\pm V_n(M) \geq a_n\} = \text{Pr}\{\pm V_n \geq a_n c_{n,M}\}. \] (1.3.54)

Take \( a_n = C \sqrt{2 \log \log n} \), with \( 0 < C < \infty \). Then \( a_n^2 c_{n,M}^2 = C(1 + o(1)) \log \log n \). By condition (B1), \( b_n \) is dominated by \( Ch^{-\delta \eta/2} \). So

\[ a_n^2 c_{n,M}^2 + \log b_n \leq (C + o(1)) \log \log n + \log Ch^{-\delta \eta/2}. \] (1.3.55)

Since \( (\log n)^{C+o(1)} / n^{\delta \eta/2} \to 0 \), the sequence \( a_n c_{n,M} \) satisfies that \( a_n^2 c_{n,M}^2 + \log b_n \to -\infty \).
Take $a_n c_{n,M}$ instead of $a_n$ in (1.3.49), we have
\[
\exp \left( -\frac{a_n^2 c_{n,M}^2}{2} (1 + \epsilon) \right) \leq \Pr \{ \pm V_n \geq a_n c_{n,M} \} \leq \exp \left( -\frac{a_n^2 c_{n,M}^2}{2} (1 - \epsilon) \right) \tag{1.3.56}
\]
for all $0 < \epsilon < 1$ if $n$ is sufficiently large depending on $\epsilon$. Now if given $0 < \epsilon < 1$, choose $N$ so that $c_{n,M} > \sqrt{1 - \epsilon}$ for all $n \geq N$. Then there exists some $0 < \epsilon' < 1$ satisfying $c_{n,M}^2 (1 - \epsilon') \geq 1 - \epsilon$. Then choosing $n \geq N$ large enough and using (1.3.50) and (1.3.53), we get
\[
\Pr \{ \pm V_n(M) \geq a_n \} \leq \exp \left( -\frac{a_n^2 c_{n,M}^2}{2} (1 - \epsilon') \right) \leq \exp \left( -\frac{a_n^2}{2} (1 - \epsilon) \right) . \tag{1.3.57}
\]
Similarly, we also have the inequality in the other direction. So we may replace $V_n$ by $V_n(M)$ in (1.3.49) and obtain, for $a_n = C \sqrt{2 \log \log n}$, $0 < C < \infty,
\[
\exp \left( -\frac{a_n^2 (1 + \epsilon)}{2} \right) \leq \Pr \{ \pm V_n(M) \geq a_n \} \leq \exp \left( -\frac{a_n^2 (1 - \epsilon)}{2} \right) \tag{1.3.58}
\]
for all $n$ large enough depending on $\epsilon$.

We can use this result, the triangle inequality and Proposition 1.3.2 to obtain the following proposition.

1.3.4 Proposition. Let $a_n = C \sqrt{2 \log \log n}$, $0 < C < \infty$. Under the hypotheses of Proposition 1.3.2, and further assuming that $f$ satisfies condition (f) and that $\int_{-M}^{M} f^2(x) dx > 0$, then
\[
\exp \left( -\frac{a_n^2 (1 + \epsilon)}{2} \right) - \frac{1}{n^2} \leq \Pr \left\{ \pm \frac{2^{3j_n/2}}{\sigma(M)n} W_n([-M,M]) \geq a_n \right\} \leq \exp \left( -\frac{a_n^2 (1 - \epsilon)}{2} \right) + \frac{1}{n^2} \tag{1.3.59}
\]
for all $0 < \epsilon < 1$ and $n$ large enough (depending on $M$ and $\epsilon$).
Proof. Using the definition of $D_n(M)$ in (1.3.23), we write

$$D_n(M) = \frac{2^{3j_n}}{n} W_n([-M, M]) - V_n(M) \sigma(M).$$  \hfill (1.3.60)

Consider the right-side inequality in (1.3.59) first. By Proposition 1.3.2, there exists a constant $C_{M, \phi} > 0$ so that, for $n$ sufficiently large,

$$\Pr \left\{ \frac{1}{\sigma(M)} D_n(M) \geq \frac{C_{M, \phi}(\log n)^2}{\sigma(M) 2^{-3j_n/2} \sqrt{n}} \right\} \leq \frac{1}{n^2}. \quad (1.3.61)$$

Let $d_{n, M} = \frac{C_{M, \phi}(\log n)^2}{\sigma(M) 2^{-3j_n/2} \sqrt{n}}$.

$$\Pr \left\{ \frac{2^{3j_n/2}}{\sigma(M)n} W_n([-M, M]) \geq a_n \right\}$$
$$\leq \Pr \left\{ \frac{1}{\sigma(M)} D_n(M) \geq d_{n, M} \right\} + \Pr \{ \pm V_n(M) \geq a_n - d_{n, M} \}.$$  \hfill (1.3.62)

For $\delta \in (0, 1/3),

$$d_{n, M} = \frac{C_{M, \phi}(\log n)^2}{\sigma(M)n(1-3\delta)^{1/2}} \to 0, \quad \text{and} \quad \frac{d_{n, M}}{a_n} \to \frac{C_{M, \phi} n^{3/2}(\log n)^2}{\sigma(M) \sqrt{n} \log \log n} \to 0.$$  \hfill (1.3.63)

Thus given $\epsilon > 0$, we can choose $n$ large enough so that $0 < d_{n, M}/a_n < 1 - \sqrt{1 - \epsilon}$. And there exists $0 < \epsilon' < 1$ with

$$\left( \frac{a_n - d_{n, M}}{a_n} \right)^2 (1 - \epsilon') \geq 1 - \epsilon.$$  \hfill (1.3.64)

Since $(a_n - d_{n, M})^2 = a_n^2(1 + o(1))$, $(a_n - d_{n, M})^2 - \log b_n \to -\infty$. Thus (1.3.58) gives,

$$\Pr \{ \pm V_n(M) \geq a_n - d_{n, M} \} \leq \exp \left( -\frac{(a_n - d_{n, M})^2(1 - \epsilon')}{2} \right) \leq \exp \left( -\frac{a_n^2(1 - \epsilon)}{2} \right). \quad (1.3.65)$$
(1.3.61), (1.3.62) and (1.3.65) yield that, for \( n \) sufficiently large depending on \( \epsilon \) and \( M \),

\[
\Pr \left\{ \left| \frac{2^{j_n/2}}{\sigma(M)n} W_n([-M, M]) \right| \leq a_n \right\} \leq \exp \left( -\frac{\alpha_n^2(1 - \epsilon)}{2} \right) + \frac{1}{n^2}. \tag{1.3.66}
\]

The left-side inequality in (1.3.59) can be obtained in a similar way. \( \square \)

## 1.4 LIL for the wavelet density estimator

In this section, we prove the law of the iterated logarithm for the wavelet density estimator using the tools established in the previous sections. Recall the definition of \( J_n \) in (0.1.8). Set \( \sigma^2 =: \sigma^2(\infty) = 2 \int_{\mathbb{R}} f^2(x)dx \).

### 1.4.1 Theorem

Let \( f, \phi \) and \( \{ j_n \} \) satisfy hypotheses (f), (S1), (S2), (B1) and (B2). Then,

\[
\limsup_{n \to \infty} \left| \frac{n^{2-j_n/2}}{\sigma \sqrt{2 \log \log n}} J_n \right| = 1, \quad a.s. \tag{1.4.1}
\]

### 1.4.2 Remark

Theorem 1.4.1 includes the case when \( 2^{-j_n} \approx n^{-1/5} \), where the mean integrated squared error attains its minimum under certain conditions. This is in contrast to kernel density estimators, where it has been proved that (see section 6, Giné and Mason, 2004),

\[
\limsup_{n \to \infty} \left| \frac{n^{2-j_n/2}}{\sigma \sqrt{2 \log \log n}} f_n \right| = C, \quad a.s. \tag{1.4.2}
\]

when the bandwidth is of the order \( n^{-1/5} \). But the constant \( C \) has not been determined.

**Proof.** We will first show that \( J_n = \bar{J}_n \), where

\[
\bar{J}_n = \| f_{n,K} - \mathbb{E} f_{n,K} \|_2^2 - \mathbb{E} \| f_{n,K} - \mathbb{E} f_{n,K} \|_2^2. \tag{1.4.3}
\]
Since we have that,

\[ J_n = \int_{\mathbb{R}} f_{n,K}^2 - \mathbb{E} f_{n,K}^2 - 2 f_{n,K} f + 2 \mathbb{E} f_{n,K}, \]  

(1.4.4)

and

\[ \bar{J}_n = \int_{\mathbb{R}} f_{n,K}^2 - 2 f_{n,K} \mathbb{E} f_{n,K} - \mathbb{E} f_{n,K}^2 + 2 (\mathbb{E} f_{n,K})^2. \]  

(1.4.5)

It remains to show that the difference

\[ J_n - \bar{J}_n = 2 \int_{\mathbb{R}} (f - \mathbb{E} f_{n,K})(\mathbb{E} f_{n,K} - f_{n,K}) = 0. \]  

(1.4.6)

\( \mathbb{E} f_{n,K} - f_{n,K} \) is a linear combination of \( \{\phi_0k\} \) and \( \{\psi_{jk}\}, \ 0 \leq j \leq j_n - 1 \), whereas \( f - \mathbb{E} f_{n,K} \) is a linear combination of \( \{\psi_{jk}\}, \ j \geq j_n \). By orthogonality of \( \{\phi_0k, \psi_{jk}\} \), we have \( J_n - \bar{J}_n = 0 \).

Thus it is equivalent to proving that

\[ \limsup_{n \to \infty} \frac{n 2^{-j_n/2}}{\sigma \sqrt{2 \log \log n}} J_n = 1, \ \text{a.s.} \]  

(1.4.7)

i) lower bound

By (1.1.5), it suffices to prove that

\[ \limsup_{n \to \infty} \frac{2^{3j_n/2} W_n(\mathbb{R})}{n \sigma \sqrt{2 \log \log n}} \geq 1 \ \text{a.s.} \]  

(1.4.8)

By Lemma 1.2.6 and Borel-Cantelli, for every \( 0 \leq m < n \),

\[ \frac{|W_n(\mathbb{R}) - W_{n,m}(\mathbb{R})|}{n \sigma 2^{-3j_n/2} \sqrt{2 \log \log n}} \to 0 \ \text{a.s.} \]  

(1.4.9)

as \( n \to \infty \).
From the definition of $W_{n,m}(R)$ in (1.2.1), we observe that it does not depend on $X_1, \ldots, X_m$, so \(\limsup_n \frac{W_n(R)}{\sigma n2^{-3j_n/2} \sqrt{2 \log \log n}}\) is measurable with respect to the tail $\sigma$-algebra of $\{X_i\}$. Assume the lower bound (1.4.8) is not true. Then there exists $c < 1$ such that,

\[
\limsup_n \frac{W_n(R)}{\sigma n2^{-3j_n/2} \sqrt{2 \log \log n}} = c \quad \text{a.s.,} \tag{1.4.10}
\]

and for $r_k = k^k$,

\[
\limsup_k \frac{W_{r_k}(R)}{\sigma r_k2^{-3j_{r_k}/2} \sqrt{2 \log \log r_k}} = c' \leq c \quad \text{a.s.} \tag{1.4.11}
\]

Although $r_{k-1} \to \infty$ as $k \to \infty$, the argument in Lemma 1.2.6 still applies to $W_{r_k}(R) - W_{r_k,r_{k-1}}(R)$ due to the fact that $r_k/r_{k-1} \geq k$, and by Borel-Cantelli, we have

\[
\frac{|W_{r_k}(R) - W_{r_k,r_{k-1}}(R)|}{r_k \sigma r_k2^{-3j_{r_k}/2} \sqrt{2 \log \log r_k}} \to 0 \quad \text{a.s.} \tag{1.4.12}
\]

Thus

\[
\limsup_k \frac{W_{r_k,r_{k-1}}(R)}{\sigma r_k2^{-3j_{r_k}/2} \sqrt{2 \log \log r_k}} = c' \leq c \quad \text{a.s.} \tag{1.4.13}
\]

Let $c'' \in (c', 1)$, and set

\[
A_k = \left\{ \frac{W_{r_k,r_{k-1}}(R)}{\sigma r_k2^{-3j_{r_k}/2} \sqrt{2 \log \log r_k}} \geq c'' \right\}, \tag{1.4.14}
\]

then $\Pr(A_k \ i.o.) = 0$. Since the variables $W_{r_k,r_{k-1}}(R)$ are independent from each other
for all $k$, by Borel-Cantelli,

$$\sum_k \Pr\left\{ \frac{W_{r_k,r_{k-1}}(\mathbb{R})}{\sigma_k 2^{-3j_k/2} \sqrt{2 \log \log r_k}} \geq c'' \right\} < \infty. \quad (1.4.15)$$

Set $m_k := r_k - r_{k-1}$ and define

$$W'_{m_k}(F) = \int_F \left( \sum_{i=1}^{r_k-r_{k-1}} \bar{K}(2^{j_k} t, 2^{j_k} X_i) \right)^2 dt - \mathbb{E} \int_F \left( \sum_{i=1}^{r_k-r_{k-1}} \bar{K}(2^{j_k} t, 2^{j_k} X_i) \right)^2 dt. \quad (1.4.16)$$

Comparing $W'_{m_k}(F)$ to $W_{r_k,r_{k-1}}(F)$, where

$$W_{r_k,r_{k-1}}(F) := \int_F \left( \sum_{r_{k-1} < i \leq r_k} \bar{K}(2^{j_k} t, 2^{j_k} X_i) \right)^2 dt - \mathbb{E} \left( \sum_{r_{k-1} < i \leq r_k} \bar{K}(2^{j_k} t, 2^{j_k} X_i) \right)^2 dt, \quad (1.4.17)$$

we see that they have the same distribution. Hence (1.4.15) is true with $W_{r_k,r_{k-1}}(\mathbb{R})$ replaced by $W'_{m_k}(\mathbb{R})$. Since $m_k/r_k \to 1$, we may find $c''' \in (c'', 1)$, so that

$$\sum_k \Pr\left\{ W'_{m_k}(\mathbb{R}) \geq c''' \sigma_m 2^{-3j_k/2} \sqrt{2 \log \log m_k} \right\} < \infty. \quad (1.4.18)$$

For any $\zeta > 0$ satisfying $0 < c'''(1 + \zeta) < 1$, choose $M_0$ so that $\int_{[-M_0,M_0]} f^2(x) dx < \zeta^2 c'' \sigma_0^2 / \kappa_0$, where $\kappa_0$ is the constant in (1.2.30). Since

$$W'_{m_k}([-M_0,M_0]) \leq W'_{m_k}(\mathbb{R}) + |W'_{m_k}([-M_0,M_0]^c)|, \quad (1.4.19)$$

we have

$$\Pr\left\{ W'_{m_k}(\mathbb{R}) \geq c''' \sigma_m 2^{-3j_k/2} \sqrt{2 \log \log m_k} \right\} \geq \Pr\left\{ W'_{m_k}([-M_0,M_0]) \geq c'''(1 + \zeta) \sigma_m 2^{-3j_k/2} \sqrt{2 \log \log m_k} \right\} - \Pr\left\{ |W'_{m_k}([-M_0,M_0]^c)| \geq c''' \zeta \sigma_m 2^{-3j_k/2} \sqrt{2 \log \log m_k} \right\}. \quad (1.4.20)$$
By the tail estimation result (1.2.30), we obtain
\[
\sum_k \Pr \left[ W'_m \left( [-M_0, M_0] \setminus \right) \geq c''' \zeta \sigma m_k 2^{-3j/2} \sqrt{2 \log \log m_k} \right]
\leq \sum_k \kappa_0 \exp \left( - \frac{2 c'''^2 \zeta \sigma^2 \log \log m_k}{\kappa_0 \int_{-M_0, M_0} f^2(x) \, dx} \right) < \infty.
\]  
(1.4.21)

Fix \( \epsilon \in (0, 1) \), so that \( c'''^2 (1 + \zeta)^2 (1 + \epsilon)^3 < 1 \). Now let \( M_0 \) be large enough so that \( \sigma / \sigma(M_0) < 1 + \epsilon \). Letting \( a_n = c''' (1 + \zeta) (1 + \epsilon) \sqrt{2 \log \log m_k} \) in the moderate deviation result (1.3.59), we have
\[
\sum_k \Pr \left[ W'_m \left( [-M_0, M_0] \setminus \right) \geq c''' (1 + \zeta) \sigma m_k 2^{-3j/2} \sqrt{2 \log \log m_k} \right]
= \sum_k \Pr \left[ W'_m \left( [-M_0, M_0] \setminus \right) \geq c''' (1 + \zeta) \sigma(M_0) \frac{\sigma}{\sigma(M_0)} m_k 2^{-3j/2} \sqrt{2 \log \log m_k} \right]
\geq \sum_k \Pr \left[ W'_m \left( [-M_0, M_0] \setminus \right) \geq c''' (1 + \zeta) (1 + \epsilon) \sigma(M_0) m_k 2^{-3j/2} \sqrt{2 \log \log m_k} \right]
\geq \sum_k \left( \exp \left( - c'''^2 (1 + \zeta)^2 (1 + \epsilon)^3 \log \log m_k \right) - \frac{1}{m_k^2} \right).
\]

But this is a divergent series, so
\[
\sum_k \Pr \left[ W'_m \left( [-M_0, M_0] \setminus \right) \geq c''' (1 + \zeta) \sigma m_k 2^{-3j/2} \sqrt{2 \log \log m_k} \right] = \infty.
\]  
(1.4.23)

Combining (1.4.20), (1.4.21) and (1.4.23), we obtain
\[
\sum_k \Pr \left\{ W''_{m_k} (R) \geq c''' \sigma m_k 2^{-3j/2} \sqrt{2 \log \log m_k} \right\} = \infty,
\]  
(1.4.24)

which is a contradiction to (1.4.18). Thus the lower bound for the LIL, (1.4.8) is proved.

(ii) Upper bound

Let \( \lambda_k \) be an increasing sequence of positive constants satisfying condition (B2). We...
shall use (B1) and (B2) to introduce a blocking and reduce \( W_n(\mathbb{R}) \) to \( W_{n_k}(\mathbb{R}) \) for the sequence \( n_k := \min\{n \in \mathbb{N} : n \geq \lambda_k\} \), then \( \{n_k\} \) also satisfies the same properties: \( n_{k+1}/n_k \to 1, \log \log n_k/\log k \to 1, n_{k+1} - n_k \to \infty \), and \( 2^{-j_k} \) is constant for \( n \in [n_k, n_{k+1}) \), \( k \in \mathbb{N} \). For each \( k \in \mathbb{N} \), let \( I_k \) be the blocks \( I_k = [\lambda_k, \lambda_{k+1}) \cap \mathbb{N} = [n_k, n_{k+1}) \cap \mathbb{N} \). So \( 2^{-j_k} \) is constant on \( I_k \) for all \( k \). And \( I_k \neq \emptyset \) for \( k \) large enough, say \( k_0 \). Now we’ll prove the upper bound: using \( \bar{J}_n = \bar{J}_n \) and the definition of \( \bar{J}_n \),

\[
\limsup_n \frac{|W_n(\mathbb{R})|}{\sigma n 2^{-3j_n/2} \sqrt{2 \log \log n}} \leq 1 \quad \text{a.s.} \quad (1.4.25)
\]

It suffices to prove that for every \( \varsigma > 0 \),

\[
\limsup_n \frac{|W_n(\mathbb{R})|}{\sigma n 2^{-3j_n/2} \sqrt{2 \log \log n}} \leq 1 + \varsigma \quad \text{a.s.} \quad (1.4.26)
\]

Suppose we have

\[
\sum_{k \geq k_0} \Pr \left\{ \max_{n \in I_k} |W_n(\mathbb{R})| > (1 + \varsigma) \sigma n_k 2^{-3j_k/2} \sqrt{2 \log \log n_k} \right\} < \infty. \quad (1.4.27)
\]

Then by Borel-Cantelli, with probability 1,

\[
\max_{n \in I_k} |W_n(\mathbb{R})| \leq (1 + \varsigma) \sigma n_k 2^{-3j_k/2} \sqrt{2 \log \log n_k} \quad (1.4.28)
\]

when \( k \) is sufficiently large. Thus for \( n \in I_k \), we have

\[
|W_n(\mathbb{R})| \leq (1 + \varsigma) \sigma n 2^{-3j_n/2} \sqrt{2 \log \log n}, \quad (1.4.29)
\]

which would imply (1.4.26). So, it suffices to prove (1.4.27) for every \( \varsigma > 0 \). We will first prove the following lemma.
1.4.3Lemma. Under the hypotheses of Theorem 1.4.1,

\[
\sum_{k \geq k_0} \Pr \left\{ \max_{n \in I_k} |W_n(R) - W_{n_k}(R)| > \tau \sigma_n k 2^{-3j_n} \sqrt{2 \log \log n_k} \right\} < \infty \quad (1.4.30)
\]

for every $\tau > 0$.

If Lemma 1.4.3 holds, then in order to prove (1.4.27) for every $\varsigma > 0$, it suffices to prove

\[
\sum_{k \geq k_0} \Pr \left\{ |W_n(R)| > (1 + \varsigma) \sigma_n k 2^{-3j_n} / 2 \sqrt{2 \log \log n_k} \right\} < \infty. \quad (1.4.31)
\]

For every $\varsigma > 0$: Observe that, for $0 < \tau < \varsigma$,

\[
\sum_{k \geq k_0} \Pr \left\{ \max_{n \in I_k} |W_n(R)| > (1 + \varsigma) \sigma_n k 2^{-3j_n} / 2 \sqrt{2 \log \log n_k} \right\} \leq \sum_{k \geq k_0} \Pr \left\{ |W_n(R)| + \max_{n \in I_k} |W_n(R) - W_{n_k}(R)| > (1 + \varsigma) \sigma_n k 2^{-3j_n} / 2 \sqrt{2 \log \log n_k} \right\}
\]

\[
\leq \sum_{k \geq k_0} \Pr \left\{ \max_{n \in I_k} |W_n(R) - W_{n_k}(R)| > \tau \sigma_n k 2^{-3j_n} / 2 \sqrt{2 \log \log n_k} \right\} + \sum_{k \geq k_0} \Pr \left\{ |W_n(R)| > (1 + \varsigma - \tau) \sigma_n k 2^{-3j_n} / 2 \sqrt{2 \log \log n_k} \right\}.
\]

So Lemma 1.4.3 reduces (1.4.27) to (1.4.30) and (1.4.31).

Proof. For $n \in I_k$, $k \geq k_0$, using the fact that $2^{-j_n}$ is constant in each block $I_k$, we observe

\[
H_n(x, y) = H_{n_k}(x, y). \quad (1.4.33)
\]
By the definition of $W_n(\mathbb{R})$ in (1.1.6),

$$W_{n_k}(\mathbb{R}) = U_{n_k}(\mathbb{R}) + L_{n_k}(\mathbb{R})$$

$$= \sum_{1 \leq i \neq j \leq n_k} H_{n_k}(X_i, X_j) + \sum_{i=1}^{n_k} (H_{n_k}(X_i, X_i) - \mathbb{E}H_{n_k}(X_i, X_i))$$

By (1.2.5) and the above two equations, we have

$$W_{n}(\mathbb{R}) - W_{n,n_k}(\mathbb{R}) = 2 \sum_{i=1}^{n_k} \sum_{j=n_k+1}^{n} H_{n_k}(X_i, X_j) + \sum_{1 \leq i \neq j \leq n_k} (H_{n_k}(X_i, X_j) - \mathbb{E}H_{n_k}(X_i, X_j))$$

$$= 2 \sum_{i=1}^{n_k} \sum_{j=n_k+1}^{n} H_{n_k}(X_i, X_j) + W_{n,n_k}(\mathbb{R}).$$

Rearranging the equation, we get

$$W_{n}(\mathbb{R}) - W_{n,n_k}(\mathbb{R}) = 2 \sum_{i=1}^{n_k} \sum_{j=n_k+1}^{n} H_{n_k}(X_i, X_j) + W_{n,n_k}(\mathbb{R}).$$

(1.4.36)

Recall Montgomery-Smith maximal inequality (Montgomery-Smith, 1993): If $V_i$ are i.i.d. r.v.’s taking values in a Banach space and $\| \cdot \|$ denotes a norm in a Banach space, then

$$\Pr \left\{ \max_{1 \leq k \leq n} \left\| \sum_{i=1}^{k} V_i \right\| > t \right\} \leq 9 \Pr \left\{ \left\| \sum_{i=1}^{n} V_i \right\| > \frac{t}{30} \right\}. \quad (1.4.37)$$

Let $\Pr_{[>n_k]}$ be the conditional probability given $X_1, ..., X_{n_k}$, and $\Pr_{[\leq n_k]}$ be the conditional probability with respect to $X_{n_k+1}, ..., X_n$. Application of the Montgomery-Smith
inequality to the first summand on the right hand side of (1.4.36) gives,

\[
\Pr \left\{ \max_{n \in I_k} \left| \sum_{j=n_k+1}^{n} \sum_{i=1}^{n_k} H_{n_k}(X_i, X_j) \right| > t \right\}
\]

\[
= \Pr_{\leq n_k} \Pr_{> n_k} \left\{ \max_{n \in I_k} \left| \sum_{j=n_k+1}^{n} \sum_{i=1}^{n_k} H_{n_k}(X_i, X_j) \right| > t \right\}
\]

\[
\leq 9 \Pr_{\leq n_k} \Pr_{> n_k} \left\{ \sum_{j=n_k+1}^{n_k+1} \sum_{i=1}^{n_k} H_{n_k}(X_i, X_j) > \frac{t}{30} \right\} \]

\[
= 9 \Pr \left\{ \sum_{j=n_k+1}^{n_k+1} \sum_{i=1}^{n_k} H_{n_k}(X_i, X_j) > \frac{t}{30} \right\}
\]

(1.4.38)

for \( t > 0 \). By definition of \( W_{n,n_k}(\mathbb{R}) \) in (1.2.1), we split the second summand in (1.4.36) into two terms.

\[
W_{n,n_k}(\mathbb{R}) = \sum_{n_k < i \neq j \leq n} H_{n_k}(X_i, X_j) + \sum_{i=n_k+1}^{n} \left( H_{n_k}(X_i, X_i) - \mathbb{E} H_{n_k}(X_i, X_i) \right)
\]

(1.4.39)

\( =: U_{n,n_k} + L_{n,n_k} \).

To control the size of \( \Pr \{ \max_{n \in I_k} |U_{n,n_k}| > t \} \), we need to cancel the maximum over \( n \in I_k \).

However, since \( U_{n,n_k} \) is not a sum of i.i.d. variables, we cannot apply (1.4.37) directly.

In order to achieve this, we use a decoupling here to add more independence. We first justify that \( \max_{n \in I_k} |U_{n,n_k}| \) is a norm in a Banach space. Let \( \ell_m^\infty \) denote \( \mathbb{R}^m \) with the norm \( \|(a_1, \ldots, a_m)\| = \max_{1 \leq i \leq m} |a_i| \). Define \( \ell_{n_k+1}^\infty \)-valued function: For \( i \neq j \),

\[
\tilde{H}_{n_k,i,j}(x, y) := \{0, \ldots, 0, H_{n_k}, \ldots, H_{n_k} \} \in \ell_{n_k+1}^\infty,
\]

(1.4.40)

and

\[
\tilde{H}_{n_k,i,i}(x, y) := 0.
\]

(1.4.41)
For \( i \neq j \), the \( n \)-th coordinate of \( \tilde{H}_{n,k} \) is not zero if and only if \( i \lor j \leq n \). So the \( n \)-th coordinate of \( \sum_{n \leq k \leq n+1} \tilde{H}_{n,k} \) is \( \sum_{n \leq k \leq n} H_{n_k}(X_i, X_j) \). Then,

\[
\max_{n \in I_k} |U_{n,n_k}| = \max_{n \in I_k} \left| \sum_{n \leq k \leq n} H_{n_k}(X_i, X_j) \right| = \sum_{n \leq k \leq n+1} \tilde{H}_{n,k} \tag{1.4.42}
\]

So we can apply the de la Peña-Montgomery-Smith decoupling inequality (e.g., de la Peña and Giné, 1999, Theorem 3.4.1) to obtain that there exists a constant \( C > 0 \), such that

\[
\Pr \left\{ \left\| \sum_{n \leq k \leq n+1} \tilde{H}_{n,k}(X_i, X_j) \right\| > t \right\} \leq C \Pr \left\{ \left\| \sum_{n \leq k \leq n+1} \tilde{H}_{n,k}(X_i^{(1)}, X_j^{(2)}) \right\| > \frac{t}{C} \right\},
\]

where \( X_i^{(1)} \) and \( X_j^{(2)} \), \( i, j \in \mathbb{N} \), are i.i.d. copies of \( X_1 \). It follows that

\[
\Pr \left\{ \max_{n \in I_k} |U_{n,n_k}| > t \right\} \leq C \Pr \left\{ \max_{n \in I_k} |U_{n,n_k}^\text{dec}| > \frac{t}{C} \right\},
\]

where \( U_{n,n_k}^\text{dec} = \sum_{n \leq k \leq n} H_{n_k}(X_i^{(1)}, X_j^{(2)}) \). But since \( U_{n,n_k}^\text{dec} \) is not a sum of i.i.d. random variables, in order to apply Montgomery-Smith inequality, we need to add the diagonal first. Let \( \Pr^{(1)} \) and \( \Pr^{(2)} \) denote the conditional probabilities given \( X_i^{(1)} \) and \( X_j^{(2)} \). We have

\[
\Pr \left\{ \max_{n \in I_k} \left| \sum_{n \leq k \leq n} H_{n_k}(X_i^{(1)}, X_j^{(2)}) \right| > t \right\}
\]

\[
= \Pr^{(2)} \Pr^{(1)} \left\{ \max_{n \in I_k} \left| \sum_{i=n_k+1}^{n} \sum_{j=n_k+1}^{n} H_{n_k}(X_i^{(1)}, X_j^{(2)}) \right| > t \right\}
\]

\[
\leq \Pr^{(2)} \Pr^{(1)} \left\{ \max_{n \in I_k} \max_{m \in I_k} \left| \sum_{i=n_k+1}^{m} \sum_{j=n_k+1}^{m} H_{n_k}(X_i^{(1)}, X_j^{(2)}) \right| > t \right\}
\]

46
For all $t > 0$, by the decoupling inequality (1.4.43) and Montgomery-Smith inequality for $L_{n,n_1}$, we have

$$
\Pr \left\{ \max_{n \in I_k} |W_{n,n_1}(\mathbb{R})| > t \right\} \\
= \Pr \left\{ \max_{n \in I_k} |U_{n,n_1}(\mathbb{R}) + L_{n,n_1}| > t \right\} \\
\leq \Pr \left\{ \max_{n \in I_k} |U_{n,n_1}(\mathbb{R})| > \frac{t}{2} \right\} + \Pr \left\{ \max_{n \in I_k} |L_{n,n_1}(\mathbb{R})| > \frac{t}{2} \right\} \\
\leq \text{CPr} \left\{ \max_{n \in I_k} |U_{n,n_1}^{\text{dec}}(\mathbb{R})| > \frac{t}{2C} \right\} + \Pr \left\{ \max_{n \in I_k} |L_{n,n_1}(\mathbb{R})| > \frac{t}{2} \right\} \\
\leq \text{CPr} \left\{ \max_{n \in I_k} \left( \sum_{n_k < i \leq n} H_{n_k}(X^{(1)}_i, X^{(2)}_i) + \sum_{n_k < i \leq n} H_{n_k}(X^{(1)}_i, X^{(2)}_i) \right) > \frac{t}{2C} \right\} \\
+ \Pr \left\{ \max_{n \in I_k} |L_{n,n_1}(\mathbb{R})| > \frac{t}{2} \right\} \\
\leq \text{CPr} \left\{ \max_{n \in I_k} \sum_{n_k < i \leq n} H_{n_k}(X^{(1)}_i, X^{(2)}_i) > \frac{t}{4C} \right\} + \text{CPr} \left\{ \max_{n \in I_k} \sum_{n_k < i \leq n} H_{n_k}(X^{(1)}_i, X^{(2)}_i) > \frac{t}{4C} \right\} \\
+ \Pr \left\{ \max_{n \in I_k} \sum_{i=n_k+1}^n (H_{n_k}(X_i, X_i) - \mathbb{E}H_{n_k}(X_i, X_i)) > \frac{t}{2} \right\} \\
\leq 81\text{CPr} \left\{ \sum_{j=n_k+1}^{n_k+1} \sum_{i=n_k+1}^{n_k+1} H_{n_k}(X^{(1)}_j, X^{(2)}_j) > \frac{t}{3600C} \right\} + 9\text{CPr} \left\{ \sum_{n_k < i \leq n_k+1} H_{n_k}(X^{(1)}_i, X^{(2)}_i) > \frac{t}{60} \right\} \\
> \frac{t}{120C} \right\} + 9\Pr \left\{ \sum_{i=n_k+1}^{n_k+1} (H_{n_k}(X_i, X_i) - \mathbb{E}H_{n_k}(X_i, X_i)) > \frac{t}{60} \right\}.
$$

(1.4.45)
Or, with \( C' = \max(C, 1) \),

\[
\Pr \left\{ \max_{n \in I_k} |W_{n,n_k}(R)| > t \right\} \leq 81C' \Pr \left\{ \sum_{j=n_k+1}^{n} \sum_{i=n_k+1}^{n} H_{n_k}(X^{(1)}_i, X^{(2)}_j) > \frac{t}{3600C'} \right\} \tag{1.4.47}
\]

\[
+ 9C' \Pr \left\{ \sum_{n_k < i \leq n_k+1} H_{n_k}(X^{(1)}_i, X^{(2)}_i) > \frac{t}{120C'} \right\}
\]

\[
+ 9C' \Pr \left\{ \sum_{i=n_k+1}^{n-1} (H_{n_k}(X_i, X_i) - \mathbb{E}H_{n_k}(X_i, X_i)) > \frac{t}{60C'} \right\}.
\]

By (1.4.36),

\[
\sum_{k \geq k_0} \Pr \left\{ \max_{n \in I_k} |W_n(R) - W_{n_k}(R)| > \tau \sigma n \frac{2^{-3}j_k}{2} \sqrt{2 \log \log n_k} \right\} \tag{1.4.48}
\]

\[
\leq \sum_{k \geq k_0} \Pr \left\{ \max_{n \in I_k} \left[ 2 \sum_{i=1}^{n_k} \sum_{j=n_k+1}^{n} H_{n_k}(X_i, X_j) \right] + \max_{n \in I_k} |W_{n,n_k}(R)| > \tau \sigma n \frac{2^{-3}j_k}{2} \sqrt{2 \log \log n_k} \right\}
\]

\[
\leq \sum_{k \geq k_0} \Pr \left\{ \max_{n \in I_k} \left[ \sum_{i=1}^{n_k} \sum_{j=n_k+1}^{n} H_{n_k}(X_i, X_j) \right] > \frac{1}{4} \tau \sigma n \frac{2^{-3}j_k}{2} \sqrt{2 \log \log n_k} \right\}
\]

\[
+ \sum_{k \geq k_0} \Pr \left\{ \max_{n \in I_k} |W_{n,n_k}(R)| > \frac{1}{2} \tau \sigma n \frac{2^{-3}j_k}{2} \sqrt{2 \log \log n_k} \right\}.
\]

Using (1.4.38) and (1.4.47) to bound these two terms, it follows that the above expression is less than or equal to

\[
\sum_{k \geq k_0} 9 \Pr \left\{ \sum_{j=n_k+1}^{n_k+1} \sum_{i=1}^{n_k} H_{n_k}(X_i, X_j) > \frac{1}{120} \tau \sigma n \frac{2^{-3}j_k}{2} \sqrt{2 \log \log n_k} \right\}
\]

\[
+ \sum_{k \geq k_0} 81C' \Pr \left\{ \sum_{j=n_k+1}^{n_k+1} \sum_{i=1}^{n_k} H_{n_k}(X^{(1)}_i, X^{(2)}_j) > \frac{1}{7200C'} \tau \sigma n \frac{2^{-3}j_k}{2} \sqrt{2 \log \log n_k} \right\}
\]

\[
+ \sum_{k \geq k_0} 9C' \Pr \left\{ \sum_{n_k < i \leq n_k+1} H_{n_k}(X^{(1)}_i, X^{(2)}_i) > \frac{1}{240C'} \tau \sigma n \frac{2^{-3}j_k}{2} \sqrt{2 \log \log n_k} \right\}
\]
Applying (1.2.7) to (1.4.53), we obtain
\[ + \sum_{k \geq k_0} 9C' \Pr \left\{ \sum_{i=n_k+1}^{n_{k+1}-1} (H_{n_k}(X_i, X_i) - \mathbb{E}H_{n_k}(X_i, X_i)) > \frac{1}{120C'} \sigma n_k 2^{-3j_n/2} \sqrt{2 \log \log n_k} \right\}. \] (1.4.49)

So Lemma 1.4.3 reduces to showing that, for every \( \tau > 0 \), we have
\[ \sum_{k \geq k_0} \Pr \left\{ \left| \sum_{j=n_k+1}^{n_{k+1}-1} H_{n_k}(X_i, X_j) \right| > \tau \sigma n_k 2^{-3j_n/2} \sqrt{2 \log \log n_k} \right\} < \infty, \] (1.4.50)

\[ \sum_{k \geq k_0} \Pr \left\{ \left| \sum_{j=n_k+1}^{n_{k+1}-1} H_{n_k}(X_i^{(1)}, X_j^{(2)}) \right| > \tau \sigma n_k 2^{-3j_n/2} \sqrt{2 \log \log n_k} \right\} < \infty, \] (1.4.51)

\[ \sum_{k \geq k_0} \Pr \left\{ \left| \sum_{i=n_k+1}^{n_{k+1}-1} H_{n_k}(X_i^{(1)}, X_i^{(2)}) \right| > \tau \sigma n_k 2^{-3j_n/2} \sqrt{2 \log \log n_k} \right\} < \infty, \] (1.4.52)

and
\[ \sum_{k \geq k_0} \Pr \left\{ \left| \sum_{i=n_k+1}^{n_{k+1}-1} (H_{n_k}(X_i, X_j) - \mathbb{E}H_{n_k}(X_i, X_j)) > \tau \sigma n_k 2^{-3j_n/2} \sqrt{2 \log \log n_k} \right\} < \infty. \] (1.4.53)

Applying (1.2.7) to (1.4.53), we obtain
\[ \sum_{k \geq k_0} \Pr \left\{ \left| \sum_{i=n_k+1}^{n_{k+1}-1} (H_{n_k}(X_i, X_j) - \mathbb{E}H_{n_k}(X_i, X_j)) \right| > \tau \sigma n_k 2^{-3j_n/2} \sqrt{2 \log \log n_k} \right\} \leq \sum_{k \geq k_0} 2 \exp \left\{ \frac{\tau^2 \sigma^2 n_k^2 2^{-3j_n/2} \log \log n_k}{8(n_{k+1}-n_k-1)2^{-2j_n} \|\Phi\|_2^4 + \frac{16}{\tau} \sigma n_k 2^{-3j_n/2} \|\Phi\|_2^2 \sqrt{2 \log \log n_k}} \right\} \]
\[ \leq 2 \sum_{k \geq k_0} \exp \left\{ -c(\tau, \sigma) \frac{n_k^2 2^{-3j_n/2} \log \log n_k}{(n_{k+1}-n_k-1) + n_k^2 2^{-3j_n/2} \sqrt{\log \log n_k}} \right\} \]
\[ \leq 2 \sum_{k \geq k_0} \exp \left\{ -c'(\tau, \sigma) n_k 2^{-3j_n} \min \left( \frac{n_k \log \log n_k}{n_{k+1}-n_k-1}, 2^{j_n/2} \sqrt{\log \log n_k} \right) \right\}, \] (1.4.54)

where \( c(\tau, \sigma) \) and \( c'(\tau, \sigma) \) are constants depending on \( \tau \) and \( \sigma \). Due to the assumptions
on $n_k$,

$$2^{j_{n_k}/2} \sqrt{\log \log n_k} \to \infty \text{ as } k \to \infty,$$

(1.4.55)

and

$$\frac{n_k}{n_{k+1} - n_k - 1} = \frac{1}{n_{k+1} - n_k - 1} \cdot \frac{n_k}{n_{k+1} - n_k - 1} \to \infty \text{ as } k \to \infty.$$

(1.4.56)

So the $k$-th summand is dominated, from some $k$ on, by $\exp(-c'(\tau, o)n_{k}2^{-j_{n_k}})$ for some $c'(\tau, o) > 0$. Since for some $\epsilon > 0$, $2^{-j_{n_k}} \geq \epsilon n_k^{-\delta}$ when $k$ is large enough, then

$$\exp\left(-c'(\tau, o)n_{k}2^{-j_{n_k}}\right) \leq \exp\left(-c'(\tau, o)\epsilon n_k^{1-\delta}\right),$$

(1.4.57)

which is the general term of a convergent series.

For (1.4.52), we apply Bernstein’s inequality. We check that $\mathbb{E}H_{n_k}(X_i^{(1)}, X_i^{(2)}) = 0$. By (1.2.19),

$$\mathbb{E}H_{n_k}^2(X_i^{(1)}, X_i^{(2)}) \leq 2 \cdot 2^{-3j_{n_k}} \|\Phi\|_1^2 \|\Phi\|_2^2 \int_{\mathbb{R}} f^2(x) dx,$$

(1.4.58)

and by (A.0.6),

$$\|H_{n_k}(X_i^{(1)}, X_i^{(2)})\|_{\infty} \leq 4 \cdot 2^{-j_{n_k}} \|\Phi\|_2^2.$$

(1.4.59)

So (1.2.6) gives that

$$\Pr\left\{ \left| \sum_{i=n_k+1}^{n_{k+1}} H_{n_k}(X_i^{(1)}, X_i^{(2)}) \right| > \tau \sigma n_k 2^{-3j_{n_k}/2} \sqrt{2\log \log n_k} \right\}$$
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\[ \leq \exp \left( -c(\tau, \sigma) \frac{n_k^2 2^{-3j_k} \log \log n_k}{(n_{k+1} - n_k - 1)2^{-3j_k} + 2^{-j_k} n_k 2^{-3j_k}/2 \sqrt{\log \log n_k}} \right) \]  
(1.4.60)

\[ \leq \exp \left( -c'(\tau, \sigma) \min \left( \frac{n_k^2 \log \log n_k}{n_{k+1} - n_k - 1}, n_k 2^{-j_k/2} \sqrt{\log \log n_k} \right) \right) \]

\[ \leq \exp \left( -c'(\tau, \sigma)n_k 2^{-j_k/2} \min \left( \frac{n_k 2^{j_k/2} \log \log n_k}{n_{k+1} - n_k - 1}, \sqrt{\log \log n_k} \right) \right), \]

and the two terms in the minimum function approach infinity as \( k \to \infty \).

So the last expression is dominated by \( \exp(-c'(\tau, \sigma)n_k^{1-\delta/2}) \) from some \( k \) on, which is also the general term of a convergent series. We use the tail estimation result, Proposition 1.2.4, for (1.4.50) and (1.4.51). For (1.4.50), four terms in the exponent in (1.2.28) are

\[ \frac{\tau^2 \sigma^2 n_k^2 2 \log \log n_k}{n_k(n_{k+1} - n_k - 1) \int_{\mathbb{R}} f^2(x)dx'}, \quad \frac{\tau \sigma n_k 2^{j_k/2} \sqrt{2 \log \log n_k}}{n_k(n_{k+1} - n_k - 1)}, \quad \left( \frac{\tau^2 \sigma^2 n_k^2 2^{-j_k/2} \log \log n_k}{n_k \vee (n_{k+1} - n_k - 1)} \right)^{1/3}, \quad \left( \frac{\tau \sigma n_k 2^{-j_k/2} \sqrt{2 \log \log n_k}}{n_k} \right)^{1/2}. \]

The first term is of the order of

\[ \frac{n_k^2}{n_k(n_{k+1} - n_k - 1)} \log \log n_k \asymp \frac{n_k}{n_{k+1} - n_k} \log \log n_k \asymp \frac{n_k}{n_{k+1} - n_k} \log k, \]  
(1.4.62)

and

\[ M_k := \frac{n_k}{n_{k+1} - n_k} = \frac{1}{n_{k+1}/n_k - 1} \to \infty. \]  
(1.4.63)

So if the first term dominates, then from some \( k \) on, it is greater than \( 2 \log k \), and we have

\[ \Pr \left\{ \sum_{i=n_k+1}^{n_{k+1}-1} \sum_{j=1}^{n_k} H_{n_k}(X_i, X_j) > \tau \sigma n_k 2^{-3j_k} \sqrt{2 \log \log n_k} \right\} \leq \frac{c}{k^2}, \]  
(1.4.64)
where the right side of the inequality is the general term of a convergent series.

The second term is of the order of

\[
n_k^{\delta/2} \sqrt{\log \log n_k} \sqrt{\frac{n_k}{n_{k+1} - n_k}} \asymp n_k^{\delta/2} \sqrt{M_k \log k}.
\] (1.4.65)

The third term is of the order of

\[
(n_k^{1-\delta} \log \log n_k)^{1/3} = (\log k)^{1/3} n_k^{1-\delta/3}.
\] (1.4.66)

The fourth term is of the order of

\[
\left( n_k^{1-\delta/2} \sqrt{\log \log n_k} \right)^{1/2} \asymp \left( n_k^{1-\delta/2} \sqrt{\log k} \right)^{1/2} \asymp (\log k)^{1/4} n_k^{1/2-\delta/4}.
\] (1.4.67)

So the last three terms are at least as large as positive powers of \( n_k \). If one of these dominates, then we also have a convergent series.

For (1.4.51), we do similar calculations for the four terms in the exponent in (1.2.27).

They are:

\[
\frac{\tau^2 \sigma^2 n_k^2 2 \log \log n_k}{(n_{k+1} - n_k - 1)^2}, \quad \frac{\tau \sigma^{2/n_k} n_k \sqrt{2 \log \log n_k}}{n_{k+1} - n_k - 1},
\]
\[
\left( \frac{\tau^2 \sigma^2 n_k^2 2^{-n_k} 2 \log \log n_k}{n_{k+1} - n_k - 1} \right)^{1/3}, \quad \left( \tau \sigma^{n_k 2^{-n_k}/2} \sqrt{2 \log \log n_k} \right)^{1/2}.
\] (1.4.68)

The 1st term is of the order of

\[
\left( \frac{n_k}{n_{k+1} - n_k} \right)^2 \log \log n_k \asymp M_k^2 \log k.
\] (1.4.69)
The 2nd term is of the order of

\[
\frac{n_k}{n_{k+1} - n_k} n_k^{\delta/2} \sqrt{\log k} \propto M_k n_k^{\delta/2} \sqrt{\log k}.
\]  
(1.4.70)

The 3rd term is of the order of

\[
\left(\frac{n_k^{2 - \delta} \log k}{n_{k+1} - n_k}\right)^{1/3} = \left(\frac{n_k}{n_{k+1} - n_k} n_k^{1 - \delta} \log k\right)^{1/3} \propto (M_k n_k^{1 - \delta} \log k)^{1/3}.
\]  
(1.4.71)

The 4th term is of the order of

\[
(\log k)^{1/4} n_k^{1/2 - \delta/4}.
\]  
(1.4.72)

Hence, these are the general terms of convergent series and (1.4.51) also holds. This concludes the proof of Lemma 1.4.3.

By Lemma 1.4.3, it only remains to prove that (1.4.31) converges for every \( \zeta > 0 \). Note that

\[
\sum_{k \geq k_0} \Pr \left\{ |W_{n_k}(R)| > (1 + \zeta)\sigma n_k 2^{-3} n_k^{1/2} \sqrt{2 \log \log n_k} \right\}
\leq \sum_{k \geq k_0} \Pr \left\{ |W_{n_k}([-M, M])| + |W_{n_k}([-M, M]^C)| > (1 + \zeta)\sigma n_k 2^{-3} n_k^{1/2} \sqrt{2 \log \log n_k} \right\}
\leq \sum_{k \geq k_0} \Pr \left\{ |W_{n_k}([-M, M])| > (1 + \frac{\zeta}{2})\sigma n_k 2^{-3} n_k^{1/2} \sqrt{2 \log \log n_k} \right\}
+ \sum_{k \geq k_0} \Pr \left\{ |W_{n_k}([-M, M]^C)| > \frac{\zeta}{2} \sigma n_k 2^{-3} n_k^{1/2} \sqrt{2 \log \log n_k} \right\}.
\]  
(1.4.73)

By condition (f), \( \|f\|_2 < \infty \). Hence, given \( \zeta > 0 \), there exists \( M_1 < \infty \) such that

\[
\int_{[-M_1, M_1]} f^2(x) \, dx < \zeta^2 \sigma^2/(4 \kappa_0),
\]  
where \( \kappa_0 \) is the constant in inequality (1.2.30). Taking
\[ \eta = \sqrt{2} \varsigma \sigma / 2 \text{ in (1.2.30), from some } k \text{ on, we have} \]

\[
\Pr \left\{ \left| W_{n_k}([-M_1, M_1]^C) \right| > \sqrt{2} \varsigma \sigma n_k 2^{-3j n_k / 2} \sqrt{2 \log \log n_k} \right\}
\leq \kappa_0 \exp \left( -\frac{\varsigma^2 \sigma^2 \log \log n_k / 2}{\kappa_0 \int_{[-M_1, M_1]^C} f^2(x) dx} \right) \tag{1.4.74}
\leq \kappa_0 \exp \left( -\frac{\varsigma^2 \sigma^2 \log \log n_k / 2}{\varsigma^2 \sigma^2 / 4} \right)
\leq \kappa_0 \exp (-2 \log \log n_k).
\]

For all \( 1/2 < \tau < 1 \), there exists \( K(\tau) \), such that \( \log \log n_k / \log k \geq 1 - \tau \) for all \( k \geq K(\tau) \), hence

\[
\exp(-2 \log \log n_k) \leq \exp(-2(1-\tau) \log k) = k^{-2(1-\tau)}, \tag{1.4.75}
\]

which is the general term of a convergent series. Let \( \epsilon \) be so small that \( (1+\varsigma/2)^2(1-\epsilon) > 1 \).

Using the moderate deviation (1.3.59) on the first summand in (1.4.73), we obtain, for \( k \) large enough,

\[
\Pr \left\{ \left| W_{n_k}([-M_1, M_1]) \right| > (1 + \frac{\varsigma}{2}) \sigma n_k 2^{-3j n_k / 2} \sqrt{2 \log \log n_k} \right\}
\leq \Pr \left\{ \left| W_{n_k}([-M_1, M_1]) \right| > (1 + \frac{\varsigma}{2}) \sigma(M_1) n_k 2^{-3j n_k / 2} \sqrt{2 \log \log n_k} \right\} \tag{1.4.76}
\leq \exp \left( -(1 + \varsigma/2)^2(1-\epsilon) \log \log n_k \right) + \frac{1}{n_k}
\]

which is also the general term of a convergent series. Hence the series (1.4.73) converges for every \( \varsigma > 0 \).

\[ \square \]

**1.5 Asymptotic stochastic error**

In this section, we study the asymptotic stochastic error of the estimator \( f_{n,K} \), that is,
\[ E\|f_{n,K} - \mathbb{E}f_{n,K}\|^2 \]. We obtain the order of this quantity as \( n \to \infty \).

**1.5.1 Theorem.** Assume that \( f \) is bounded and Riemann integrable on \( \mathbb{R} \) and there exists \( M > 0 \) such that \( f \) is monotonically increasing on \( (-\infty, -M] \) and monotonically decreasing on \( [M, \infty) \). Also assume that \( \phi \) satisfies (S1). Then

\[ E\|f_{n,K} - \mathbb{E}f_{n,K}\|^2 = \frac{2^{2j_n}}{n}||\phi||_2^4 + o(2^{2j_n}/n). \tag{1.5.1} \]

**Proof.** By definition of \( f_{n,K} \) in (0.1.5),

\[
E\|f_{n,K} - \mathbb{E}f_{n,K}\|^2 = \frac{2^{2j_n}}{n^{2}} \mathbb{E} \left[ \sum_{i=1}^{n} (K_n(x, X_i) - \mathbb{E}K_n(x, X_i)) \right]^2 dx
\]

\[
= \frac{2^{2j_n}}{n} \int_{\mathbb{R}} \sum_{i=1}^{n} [K_n(x, X_i) - \mathbb{E}K_n(x, X_i)]^2 dx
\]

\[
= \frac{2^{2j_n}}{n} \int_{\mathbb{R}} [\mathbb{E}K^2(2^{j_n}x, 2^{j_n}X) - (\mathbb{E}K(2^{j_n}x, 2^{j_n}X))^2] dx
\]

by independence of \( \{X_i\}, i = 1, ..., n \). Then we consider \( 2^{j_n} \int \mathbb{E}K^2(2^{j_n}x, 2^{j_n}X)dx \). By a change of variable \( 2^{j_n}x = 2^{j_n}y + w \) and periodicity of \( K \), it is equal to

\[
2^{2j_n} \int \int K^2(2^{j_n}x, 2^{j_n}y)f(y)dydx = \int \int K^2(2^{j_n}y + w, 2^{j_n}y)f(y)dydw
\]

\[
= \int \sum_{i=-\infty}^{\infty} \int_{2^{-j_n}i}^{2^{-j_n}(i+1)} K^2(2^{j_n}y + w, 2^{j_n}y)f(y)dydw
\]

\[
= \int \sum_{i=-\infty}^{\infty} \int_{0}^{2^{-j_n}} K^2(2^{j_n}y + i + w, 2^{j_n}y + i)f(y + 2^{-j_n}i)dydw \tag{1.5.3}
\]

\[
= \int \sum_{i=-\infty}^{\infty} \int_{0}^{2^{-j_n}} K^2(2^{j_n}y + w, 2^{j_n}y)f(y + 2^{-j_n}i)dydw
\]

\[
= 2^{-j_n} \int \sum_{i=-\infty}^{\infty} \int_{0}^{1} K^2(y + w, y)f(2^{-j_n}y + 2^{-j_n}i)dydw.
\]
Let $M$ be an integer such that $f$ is monotone on $[M, \infty)$. For fixed $y \in [0, 1]$, set

$$\sum_{i=-\infty}^{\infty} 2^{-jn} f(2^{-jn} y + 2^{-jn} i)$$

$$= \left( \sum_{i=0}^{2/n M} + \sum_{i=2/n M+1}^{\infty} + \sum_{i=-\infty}^{-1} \right) 2^{-jn} f(2^{-jn} y + 2^{-jn} i)$$

$$= I_1(j_n) + I_2(j_n) + I_3(j_n).$$

By the hypothesis that $f$ is Riemann integrable, $I_1(j_n) \to \int_{0}^{M} f(y)dy$. Using that $f$ is monotone on tails, we have

$$\int_{M+2^{-jn}}^{\infty} f(y)dy \leq I_2(j_n) \leq \int_{M}^{\infty} f(y)dy.$$  \hspace{1cm} (1.5.5)

As $n \to \infty$, $I_2(j_n) \to \int_{M}^{\infty} f(y)dy$. By analogy, $I_3(j_n) \to \int_{0}^{0} f(y)dy$. Thus we have

$$\sum_{i=-\infty}^{\infty} 2^{-jn} f(2^{-jn} y + 2^{-jn} i) \to \int f(y)dy = 1$$  \hspace{1cm} (1.5.6)

as $n \to \infty$. The convergence is uniform for $y \in [0, 1]$ by the definition of Riemann integrability. To continue with (1.5.3), next we consider

$$\int_{R} \int_{0}^{1} K^2(y + w, y)dydw$$

$$= \int_{R} \int_{0}^{1} \left[ \sum_{k} \phi(y + w - k)\phi(y - k) \right]^2 dydw$$

$$= \int_{R} \sum_{k} \phi^2(y + w - k)\phi^2(y - k)dydw$$

$$+ \int_{R} \sum_{k \neq l} \phi(y + w - k)\phi(y - k)\phi(y + w - l)\phi(y - l)dydw.$$
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For the first summand,
\[ \int_{\mathbb{R}} \int_{0}^{1} \sum_{k} \phi^2(y + w - k)\phi^2(y - k)dydw = \sum_{k} \int_{0}^{1} \phi^2(y - k) \int_{\mathbb{R}} \phi^2(y + w - k)dydw = \|\phi\|_{2}^{4}. \]  
(1.5.8)

Then by orthogonality of \( \{\phi(\cdot - k)\}, k \in \mathbb{Z} \) and Fubini’s theorem, the second summand
\[ \int_{\mathbb{R}} \int_{0}^{1} \sum_{k \neq l} \phi(y + w - k)\phi(y - k)\phi(y + w - l)\phi(y - l)dydw = 0. \]

Therefore,
\[ \int_{\mathbb{R}} \int_{0}^{1} K^2(y + w, y)dydw = \|\phi\|_{2}^{4}. \]  
(1.5.9)

Now applying Fubini’s theorem to the last equation in (1.5.3) and using (1.5.6), (1.5.9),
\[ 2^{jn} \int \int K^2(2^{jn} x, 2^{jn} y)f(y)dydx = \int_{\mathbb{R}} \int_{0}^{1} \sum_{i = -\infty}^{\infty} 2^{-jn} f(2^{-jn} y + 2^{-jn} i)dydw \rightarrow \|\phi\|_{2}^{4}. \]  
(1.5.10)

It follows that
\[ \frac{2^{2jn}}{n} \int (\mathcal{E}K^2(2^{jn} x, 2^{jn} X))dx = \frac{2^{jn}}{n} \|\phi\|_{2}^{4} + o(2^{jn} / n). \]  
(1.5.11)

Now we consider \( 2^{2jn} \int (\mathcal{E}K(2^{jn} x, 2^{jn} X))^2dx. \)
\[ 2^{2jn} \int \left( \int K(2^{jn} x, 2^{jn} y)f(y)dy \right)^2 dx = 2^{2jn} \int \int K(2^{jn} x, 2^{jn} y)K(2^{jn} x, 2^{jn} z)f(y)f(z)dydzdx \]
\[
\begin{align*}
&= \int \int \int K(2^j x, 2^j x - s)K(2^j x, 2^j x - t)f(x - 2^{-j}s)f(x - 2^{-j}t)dsdt\quad (1.5.12) \\
&\leq \int \int \int \Phi(s)\Phi(t)f(x - 2^{-j}s)f(x - 2^{-j}t)dsdt \\
&\leq C \int \int \Phi(s)\Phi(t) \int f(x - 2^{-j}s)dxdsdt \\
&\leq C\|\Phi\|^2_1. \\
\end{align*}
\]
Combining these with (1.5.2), we get (1.5.1).
Chapter 2
Rate of Convergence in the Central Limit Theorem

In this chapter, we show that the integrated squared error of the linear wavelet density estimator converges to $N(0, \sigma^2)$ at polynomial rate. No claim of optimality of the rate obtained is made, but it is reassuring that the rate is not logarithmic. $C$ is a universal constant which may vary from line to line. Without loss of generality, we will assume that, for all $n$, there exist constants $C_1$ and $C_2$, such that $C_1 n^\delta \leq 2^{j_n} \leq C_2 n^\delta$.

2.0.1 Theorem. Assume the hypotheses (f), (S1), (B1) and that there exists $L \geq 0$ such that $f$ is Hölder continuous with exponent $0 < \alpha \leq 1$ on $[-L, L]$: $f$ is monotonically increasing on $(-\infty, -L]$ and monotonically decreasing on $[L, \infty)$. Let $Z \sim N(0, 1)$. Then there exists a constant $C$ (depending on $f$, $\phi$ and $\{j_n\}$), such that, for all $n$,

$$\sup_{t \in \mathbb{R}} |\Pr\{n2^{-j_n/2}J_n \leq t\} - \Pr\{\sigma Z \leq t\}| \leq C(n^{-3\delta/16} \vee n^{-a\delta} \sqrt{\log n}),$$

(2.0.1)

where $\sigma^2 = 2 \int_{\mathbb{R}} f^2(x)dx$. $\delta$ is the same as in condition (B1).

For example, if $2^{-j_n} \approx n^{-1/5}$, $\sup_t |\Pr\{n2^{-j_n/2}J_n \leq t\} - \Pr\{\sigma Z \leq t\}| \leq C(n^{-3/80} \vee n^{-a/5} \sqrt{\log n})$.

Proof. By the proof of Theorem 1.4.1, it is equivalent to showing that

$$\sup_{t} |\Pr\{n2^{-j_n/2}J_n \leq t\} - \Pr\{\sigma Z \leq t\}| \leq C(n^{-3\delta/16} \vee n^{-a\delta} \sqrt{\log n}).$$

(2.0.2)
By (1.1.5) and (1.1.6), we have that

\[ n^{2^{-j_n/2}} \frac{n}{\sigma} W_n(\mathbb{R}) = \frac{2^{3j_n/2}}{n\sigma} U_n(\mathbb{R}) + \frac{2^{3j_n/2}}{n\sigma} L_n(\mathbb{R}). \quad (2.0.3) \]

Using the triangle inequality, we can obtain an upper bound and a lower bound for this statistic. For an arbitrary positive sequence \( \epsilon_{1,n} \),

\[
\begin{align*}
\Pr[n^{2^{-j_n/2}} \frac{n}{\sigma} \leq t] - \Pr[Z \leq t] & \leq \Pr\left\{ \frac{2^{3j_n/2}}{n\sigma} U_n(\mathbb{R}) \leq t + \epsilon_{1,n} \right\} + \Pr\left\{ \frac{2^{3j_n/2}}{n\sigma} L_n(\mathbb{R}) < -\epsilon_{1,n} \right\} - \Pr[Z \leq t] \\
& = \Pr\left\{ \frac{2^{3j_n/2}}{n\sigma} U_n(\mathbb{R}) \leq t + \epsilon_{1,n} \right\} - \Pr[Z \leq t + \epsilon_{1,n}] + \Pr\left\{ \frac{2^{3j_n/2}}{n\sigma} L_n(\mathbb{R}) < -\epsilon_{1,n} \right\} + \Pr[t < Z \leq t + \epsilon_{1,n}],
\end{align*}
\]

and

\[
\begin{align*}
\Pr[n^{2^{-j_n/2}} \frac{n}{\sigma} \leq t] - \Pr[Z \leq t] & \geq \Pr\left\{ \frac{2^{3j_n/2}}{n\sigma} U_n(\mathbb{R}) \leq t - \epsilon_{1,n} \right\} - \Pr\left\{ \frac{2^{3j_n/2}}{n\sigma} L_n(\mathbb{R}) < -\epsilon_{1,n} \right\} - \Pr[Z \leq t] \\
& = \Pr\left\{ \frac{2^{3j_n/2}}{n\sigma} U_n(\mathbb{R}) \leq t - \epsilon_{1,n} \right\} - \Pr[Z \leq t - \epsilon_{1,n}] - \left( \Pr\left\{ \frac{2^{3j_n/2}}{n\sigma} L_n(\mathbb{R}) < -\epsilon_{1,n} \right\} + \Pr[t - \epsilon_{1,n} < Z \leq t] \right).
\end{align*}
\]

So

\[
\begin{align*}
\sup_{t \in \mathbb{R}} \left| \Pr[n^{2^{-j_n/2}} \frac{n}{\sigma} \leq t] - \Pr[Z \leq t] \right| & \leq \sup_{t \in \mathbb{R}} \left| \Pr\left\{ \frac{2^{3j_n/2}}{n\sigma} U_n(\mathbb{R}) \leq t \right\} - \Pr[Z \leq t] \right| \\
& + \Pr\left\{ \frac{2^{3j_n/2}}{n\sigma} |L_n(\mathbb{R})| > \epsilon_{1,n} \right\} + \sup_{t \in \mathbb{R}} \Pr[t - \epsilon_{1,n} < Z \leq t + \epsilon_{1,n}] \quad (2.0.6)
\end{align*}
\]
It’s easy to bound the last term as follows:

\[
\begin{align*}
\sup_{t \in \mathbb{R}} \Pr \{ t - \epsilon_{1,n} < Z \leq t + \epsilon_{1,n} \} &= \sup_{t} \frac{1}{\sqrt{2\pi}} \int_{t-\epsilon_{1,n}}^{t+\epsilon_{1,n}} \exp(-x^2/2)dx \\
&\leq \sup_{t} \frac{1}{\sqrt{2\pi}} \int_{t-\epsilon_{1,n}}^{t+\epsilon_{1,n}} 1dx < \epsilon_{1,n}.
\end{align*}
\]

(2.0.7)

By (1.2.32), for \(0 < \epsilon_{1,n} \leq 1\) so that \(\epsilon_{1,n}^2 \leq \epsilon_{1,n}\),

\[
\Pr \{ |L_n(\mathbb{R})| > \sigma \epsilon_{1,n} n^{2^{-3}j_n/2} \} \leq C \exp \left(-\frac{1}{C} \min \left(\sigma^2 \epsilon_{1,n}^2 n^{2^{-j_n}}, \sigma \epsilon_{1,n} n^{2^{-j_n/2}}\right)\right)
\leq C \exp \left(-\frac{1}{C} \epsilon_{1,n}^2 n^{2^{-j_n/2}}\right)
\leq C \exp \left(-\frac{1}{C} \epsilon_{1,n}^2 n^{1-\delta}\right),
\]

(2.0.8)

where \(C\) depends on both \(\phi\) and \(f\), \(\delta \in (0, 1/3)\). We may take \(\epsilon_{1,n} = n^{-1/3}\) to obtain

\[
\Pr \{ |L_n(\mathbb{R})| > \sigma \epsilon_{1,n} n^{2^{-3}j_n/2} \} \leq C \exp (-\log n) = C n^{-1}
\]

(2.0.9)

when \(n\) is large enough. Using (2.0.7), we get

\[
\sup_{t} \Pr \{ t - \epsilon_{1,n} < Z \leq t + \epsilon_{1,n} \} \leq n^{-1/3}.
\]

(2.0.10)

To control the first term in (2.0.6), we will approximate \(2^{3j_n/2}U_n(\mathbb{R})/(n\sigma)\) by \(S_{n}\), which is defined below. We set

\[
U_{nn} := \sum_{i=2}^{n} \sum_{j=1}^{i-1} H_{n}(X_i, X_j), \quad s_{n}^2 := \mathbb{E}(U_{nn}^2),
\]

(2.0.11)
and
\[ X_{ni} := \sum_{j=1}^{i-1} \frac{H_n(X_i, X_j)}{s_n}, \quad S_{nk} := \sum_{i=2}^{k} X_{ni}. \tag{2.0.12} \]

Then according to these notations,
\[ S_{nn} = \sum_{i=2}^{n} \sum_{j=1}^{i-1} \frac{H_n(X_i, X_j)}{s_n}. \tag{2.0.13} \]

Analogous to (2.0.6), for any positive sequence \( \epsilon_{2,n} \),
\[
\begin{align*}
\sup_t & \left| \Pr \left\{ \frac{2^{3i/2}}{n\sigma} U_n(R) \leq t \right\} - \Pr[Z \leq t] \right| \\
= & \sup_t \left| \Pr \left\{ \frac{2^{3i/2}}{n\sigma} U_n(R) - S_{nn} + S_{nn} \leq t \right\} - \Pr[Z \leq t] \right| \\
\leq & \sup_t \left| \Pr[S_{nn} \leq t] - \Pr[Z \leq t] \right| \\
+ & \Pr \left\{ \left| \frac{2^{3i/2}}{n\sigma} U_n(R) - S_{nn} \right| > \epsilon_{2,n} \right\} + \sup_t \left| t - \epsilon_{2,n} < Z \leq t + \epsilon_{2,n} \right|.
\end{align*}
\tag{2.0.14}
\]

By the definition of \( U_n(R) \) in (1.2.4),
\[
\begin{align*}
\Pr \left\{ \left| \frac{2^{3i/2}}{n\sigma} U_n(R) - S_{nn} \right| > \epsilon_{2,n} \right\} \\
= & \Pr \left\{ \left| \frac{2^{3i/2}}{n\sigma} \sum_{1 \leq i \leq j \leq n} H_n(X_i, X_j) - \frac{1}{2s_n} \sum_{1 \leq i \leq j \leq n} H_n(X_i, X_j) \right| > \epsilon_{2,n} \right\} \\
= & \Pr \left\{ \sum_{1 \leq i \leq j \leq n} H_n(X_i, X_j) > \frac{\epsilon_{2,n}}{d_n} \right\}, \tag{2.0.15}
\end{align*}
\]

where \( d_n = \left| \frac{2^{3i/2}}{n\sigma} - \frac{1}{2s_n} \right| \). We then estimate the order of \( d_n \). Let \( Y_{ni} := \sum_{j=1}^{i-1} H_n(X_i, X_j) \).

Since
\[ \mathbb{E} H_n(X_1, X_2) H_n(X_3, X_4) = 0 \tag{2.0.16} \]
and

\[ \mathbb{E}H_n(X_1, X_2)H_n(X_1, X_3) = \mathbb{E} [H_n(X_1, X_2) \mathbb{E} (H_n(X_1, X_3) | X_1, X_2)] = 0, \tag{2.0.17} \]

we have \( \mathbb{E}(Y_{ni}Y_{nj}) = 0 \) for \( i \neq j \). Thus, by definition of \( s_n^2 \) and (1.2.17),

\[ s_n^2 = \mathbb{E} \left( \sum_{i=2}^{n} Y_{ni} \right)^2 = \mathbb{E} \sum_{i=2}^{n} Y_{ni}^2 = \sum_{i=2}^{n} \sum_{j=1}^{i-1} \mathbb{E}H_n^2(X_i, X_j) = \frac{n(n-1)}{2} \mathbb{E}h_n^2(X_1, X_2) = \frac{n(n-1)}{2} 2^{-3j_n} 2^j_n \int_{\mathbb{R}^2} R_n^2(s, t) ds dt. \tag{2.0.18} \]

Set \( e_n := \left( 2^{j_n} \int_{\mathbb{R}^2} R_n^2(s, t) ds dt \right)^{1/2} \). Then

\[ d_n = \left| \frac{2^{3j_n/2}}{\sqrt{2} \int f^2(x) dx} - \frac{2^{3j_n/2}}{\sqrt{2n(n-1)}e_n} \right| \tag{2.0.19} \]

\[ \leq C 2^{3j_n/2} \left| \frac{1}{n \sqrt{\int f^2(x) dx}} - \frac{1}{\sqrt{n(n-1) \int f^2(x) dx}} \right| \]

\[ + C 2^{3j_n/2} \left| \frac{1}{\sqrt{n(n-1) \int f^2(x) dx}} - \frac{1}{\sqrt{n(n-1)} e_n} \right|. \]

By condition (B1), \( 2^{j_n} \leq C n^\delta \) for some \( \delta \in (0, 1/3) \). Since \( 1/ \sqrt{n(n-1)} - 1/n \leq n^{-2} \), the first term is bounded by \( C n^{3\delta/2 - 2} \) for \( n \geq 2 \). The constant \( C \) here depends on \( f \) and \( \{j_n\} \).

Corollary A.0.8 gives that \( \left| e_n^2 - \int_{\mathbb{R}} f^2(x) dx \right| \leq C (n^{-\delta/2} + n^{-\delta/2}). \) From this, we get a bound
on the second term. When $n$ is sufficiently large depending on $f$, 

$$
\frac{C2^{3h/2}}{\sqrt{n(n-1)}} \left| \frac{1}{\epsilon_n} - \frac{1}{\sqrt{\int f^2(x)dx}} \right| 
\leq Cn^{3b/2-1} \left| \frac{\sqrt{\int f^2(x)dx - \epsilon_n}}{\epsilon_n \sqrt{\int f^2(x)dx}} \right| 
\leq Cn^{3b/2-1} \left| \frac{\epsilon_n^2 - \int f^2(x)dx}{\epsilon_n + \sqrt{\int f^2(x)dx}} \epsilon_n \sqrt{\int f^2(x)dx} \right| 
\leq Cn^{3b/2-1} \left( n^{-\delta/2} + n^{-\delta\alpha} \right),
$$

(2.0.20)

where $C$ depends on $f, \{j_n\}$ and $\phi$. The last inequality follows since $\epsilon_n \to \sqrt{\int f^2(x)dx}$, so $\epsilon_n$ is bounded away from zero if $n$ is large. Combining the two terms, $d_n \leq Cn^{3b/2-1} \left( n^{-\delta/2} + n^{-\delta\alpha} \right)$.

By Proposition 1.2.4 with $\tau = 2^{3h/2}e_{2,n}/(nd_n)$, there exist constants $\kappa_0$ (depending on $\phi$ and $f$) and $n_0$ such that for all $n \geq n_0$ (depending on $f, \phi$ and $\{j_n\}$),

$$
\Pr \left\{ \sum_{1 \leq i \neq j \leq n} H_n(X_i, X_j) > \frac{\epsilon_{2,n}}{d_n} \right\} 
\leq \kappa_0 \exp \left( -\frac{1}{\kappa_0} \min \left\{ \frac{2^{3h/2}e_{2,n}^2}{n^2 d_n^2 \int f^2(x)dx}, \frac{2^{2h/2}e_{2,n}}{nd_n}, \frac{e_{2,n}^2 2^{2h/3} j_n}{d_n^{2/3} n^{1/3}}, \frac{e_{2,n}^{1/2} j_n^{1/2}}{d_n^{1/2}} \right\} \right). 
$$

(2.0.21)

The four terms in the exponent are respectively bounded below by:

$$
Cn^{\delta \min(1,2h/3)} e_{2,n}^2, Cn^{b/2} n^{\delta \min(1,2h)} e_{2,n}, Cn^{1/3 - \delta/3} n^{\delta \min(1,2h/3)} e_{2,n}^{2/3}, n^{1/2 - \delta/4} n^{\delta \min(1,2h)} e_{2,n}^{1/2}.
$$

If $0 \leq e_{2,n} \leq 1$, then all of them are bounded below by $C e_{2,n}^2 n^{\delta \min(1,2h)}$. Taking $e_{2,n} = \kappa_0 n^{-\delta(\frac{1}{2} + \alpha)} \sqrt{\log n / C}$ and using (2.0.15), we obtain

$$
\Pr \left\{ \frac{2^{3h/2}}{n^\delta} U_n(R) - S_n > \epsilon_{2,n} \right\} \leq \kappa_0 \exp (-\log n) = \kappa n^{-1}
$$

(2.0.22)
when \( n \) is large enough. Consequently,

\[
\sup_t \Pr\{t - \epsilon_{2,n} < Z \leq t + \epsilon_{2,n} \} \leq n^{-\alpha(1/\omega)} \sqrt{\log n}.
\]  

(2.0.23)

Let \( \mathcal{F}_i \) be the \( \sigma \)-field generated by \( \{X_1, X_2, \ldots, X_i\} \) for \( i = 1, 2, \ldots \). To deal with \( \sup_t |\Pr\{S_{mn} \leq t\} - \Pr\{Z \leq t\}| \), we first observe that, by the definitions in (2.0.11)-(2.0.13),

\[
\mu_{ni} := \mathbb{E}(X_{ni}|\mathcal{F}_{i-1}) = 0.
\]  

(2.0.24)

Thus \( S_{nk} \) is a martingale with respect to \( \mathcal{F}_k \). Central limit theorems for martingales have been studied by several authors (e.g., Hall and Heyde, 1980) and rates of convergence to normality are also available. We will use the result of Erickson, Quine and Weber (1979) to derive a bound for \( \sup_t |\Pr\{S_{mn} \leq t\} - \Pr\{Z \leq t\}| \). For \( i \geq 2 \), let \( X'_{ni} := X_{ni} - \mu_{ni} \), \( \sigma^2_{ni} := \mathbb{E}\left(X'^2_{ni}|\mathcal{F}_{i-1}\right) \) and \( \sigma^2_n := \sum_{i=2}^{n} \sigma^2_{ni} \).

2.0.2 Theorem (Erickson, Quine, Weber, 1979). Given \( X = \{X_{ni}, n = 1, 2, \ldots; i = 2, \ldots, n\} \) and \( \mathcal{F} = \{\mathcal{F}_i, i = 1, 2, \ldots\} \), if \( \mu_{ni} = 0 \) for all \( n, i \), then for \( \eta \in (0, 1] \), there exists a constant \( C \),

\[
\sup_t |\Pr\{S_{mn} \leq t\} - \Pr\{Z \leq t\}| \leq C \left\{ \sum_{i=2}^{n} \mathbb{E}|X_{ni}|^{2+\eta} + \mathbb{E}|1 - \sigma^2_n|^{1+\eta/2} \right\}^{1/(3+\eta)}.
\]  

(2.0.25)

By definition of \( \sigma^2_n \) and \( Y_{ni} \),

\[
\mathbb{E}\left|1 - \sigma^2_n\right|^2 = \mathbb{E}\left|1 - \frac{1}{s_n^2} \sum_{i=2}^{n} \mathbb{E}\left(Y_{ni}^2|\mathcal{F}_{i-1}\right)\right|^2 = s_n^{-4} \mathbb{E}\left|s_n^2 - \sum_{i=2}^{n} \mathbb{E}\left(Y_{ni}^2|\mathcal{F}_{i-1}\right)\right|^2 = s_n^{-4} \mathbb{E}\left|s_n^2 - V_n^2\right|^2,
\]  

(2.0.26)
where \( V_n^2 := \sum_{i=2}^n \mathbb{E} \left( Y_{mi}^2 | f_{i-1} \right) \). By (2.0.18), \( \mathbb{E} V_n^2 = \sum_{i=2}^n \mathbb{E} Y_{mi}^2 = \frac{s_n^2}{n} \mathbb{E} \left| s_n^2 - V_n^2 \right| \leq \mathbb{E} (V_n^4). \)

Set \( G_n(x,y) := \mathbb{E} (H_n(X_1,x)H_n(X_1,y)) \), then by the proof of Theorem 1, Hall (1984),

\[
\mathbb{E}(V_n^4) \leq C \left( n^4 \mathbb{E}G_n^2(X_1,X_2) + n^3 \mathbb{E}G_n^2(X_1,X_1) \right) \leq C \left( n^4 \mathbb{E}G_n^2(X_1,X_2) + n^3 \mathbb{E}H_n^4(X_1,X_2) \right).
\]

(2.0.27)

By (2.0.18) and Corollary A.0.8, \( s_n^4 \asymp n^{4-6\delta} (2^{j_n} \int \mathbb{R}_n^2 R_n^2(s,t)dsdt)^2 \asymp n^{4-6\delta} \). The calculations in Theorem 1, Zhang and Zheng (1999) can be applied directly here. \( H_n(x,y) \) defined in (1.2.2) is off by a scaling constant \( 2^{-2j_n} n^2 \) from their definition.

\[
\mathbb{E}H_n^4(X_1,X_2) = \left( 2^{-2j_n} n^2 \right)^4 O(2^{3j_n}/n^8) = O(2^{-5j_n}) = O(n^{-5\delta}),
\]

(2.0.28)

and

\[
\mathbb{E}G_n^2(X_1,X_2) = \left( 2^{-2j_n} n^2 \right)^4 O(2^{j_n}/n^8) = O(2^{-7j_n}) = O(n^{-7\delta}).
\]

(2.0.29)

Combining these estimates and using Hölder inequality, we see

\[
\mathbb{E}|1 - \sigma_n^{2(1+\eta)/2} \| \leq \left( \mathbb{E}|1 - \sigma_n^2| \right)^{(2+\eta)/4} \left( \frac{n^{4-7\delta} + n^{3-5\delta}}{n^{4-6\delta}} \right)^{(2+\eta)/4} \leq Cn^{-\eta(2+\eta)/4}.
\]

(2.0.30)

For the first term in (2.0.25), we observe that

\[
\sum_{i=2}^n \mathbb{E}|X_{mi}|^{2+\eta} = \sum_{i=2}^n \frac{1}{s_n^{2+\eta}} \mathbb{E} \left| \sum_{j=1}^{i-1} H_n(X_{ij},X_j) \right|^{2+\eta} \leq \sum_{i=2}^n \frac{1}{s_n^{2+\eta}} \left( \mathbb{E} \left| \sum_{j=1}^{i-1} H_n(X_{ij},X_j) \right| \right)^{(2+\eta)/3}.
\]

(2.0.31)

Let \( \mathbb{E}_i \) denote the expectation with respect to \( X_i \) and \( \mathbb{E}_{i'} \) denote the expectation with
respect to \( X_1, ..., X_{i-1} \). Then by independence of \( \{X_i\} \),

\[
E \left| \sum_{j=1}^{i-1} H_n(X_i, X_j) \right|^3 = E_i E'_i \left| \sum_{j=1}^{i-1} H_n(X_i, X_j) \right|^3. \tag{2.0.32}
\]

We can apply a Hoffmann-Jorgensen type inequality with respect to \( E_i' \) (Theorem 1.5.13, de la Peña and Giné, 1999). Since for fixed \( i \), \( H_n(X_i, X_j), j = 1, ..., i - 1 \) are centered independent real random variables with respect to the inner expectation,

\[
E_i E'_i \left| \sum_{j=1}^{i-1} H_n(X_i, X_j) \right|^3 \leq C E_i \left( E'_i \max_{1 \leq j \leq i-1} \left| H_n(X_i, X_j) \right|^3 + \left( E'_i \left( \sum_{j=1}^{i-1} H_n(X_i, X_j) \right)^2 \right)^{3/2} \right). \tag{2.0.33}
\]

By (A.0.6), \( |H_n(X_i, X_j)| \leq C n^{-\delta} \) for all \( i \) and \( j \). So

\[
E_i E'_i \max_{1 \leq j \leq i-1} \left| H_n(X_i, X_j) \right|^3 \leq C n^{-3\delta}. \tag{2.0.34}
\]

Using Jensen’s inequality, Hölder inequality and (2.0.28), we get

\[
E_i \left( E'_i \left( \sum_{j=1}^{i-1} H_n(X_i, X_j) \right)^2 \right)^{3/2} = E_i \left( \sum_{j=1}^{i-1} E'_i H_n^2(X_i, X_j) + \sum_{1 \leq j \neq l \leq i-1} E'_i H_n(X_i, X_j) E'_i H_n(X_i, X_l) \right)^{3/2} \tag{2.0.35}
\]

\[
= E_i \left( (i-1) E_1 H_n^2(X_1, X_2) \right)^{3/2} \leq (i-1)^{3/2} E |H_n(X_1, X_2)|^3 \leq (i-1)^{3/2} \left( E |H_n(X_1, X_2)|^4 \right)^{3/4} \leq C (i-1)^{3/2} n^{-15\delta/4}.
\]
Since $s_n^2 \asymp n^{2-2\delta}$ and $\sum_{i=2}^{n} i(2+\eta)/2 \leq \int_{2}^{n+1} x(2+\eta)/2 \, dx \leq Cn^{2+\eta}/2,$

$$\sum_{i=2}^{n} \mathbb{E}[X_{ii}^2] \leq \frac{1}{s_n^{2+\eta}} C \sum_{i=2}^{n} \left(n^{-3\delta} + (i-1)^{3/2} n^{-15\delta/4}\right)^{(2+\eta)/3}$$

(2.0.36)

$$\leq C n^{(3\delta/2-1)(2+\eta) n^{-\delta(2+\eta)/4}} \sum_{i=2}^{n} \max\left(1, i^{3/2} n^{-3\delta/4}\right)^{(2+\eta)/3}$$

$$\leq C n^{(\delta/2-1)(2+\eta)} \max\left(n, \sum_{i=2}^{n} i(2+\eta)/2 n^{-\delta(2+\eta)/4}\right)$$

$$\leq C n^{(\delta/2-1)(2+\eta)} \max\left(n, n^{(1/2-\delta/4)(2+\eta)+1}\right)$$

$$\leq C n^{(\delta/2-1)(2+\eta) n^{(1/2-\delta/4)(2+\eta)+1}}$$

$$\leq C n^{\delta/2+\eta\delta/4-\eta/2}.$$  

(2.0.37)

Gathering (2.0.25), (2.0.30) and (2.0.36), we obtain that, for $\eta \in (0, 1],$

$$\sup_{t} |\Pr \{S_{nm} \leq t\} - \Pr[Z \leq t]\| \leq C \max\left(n^{\delta/4n^{1/2+\eta}/2}, n^{\delta(2+\eta)/4n^{1/2+\eta}/2}\right).$$

(2.0.37)

The quantity on the right hand side is minimized when $\eta = 1.$ So

$$\sup_{t} \left|\Pr \{S_{nm} \leq t\} - \Pr[Z \leq t]\right| \leq C \max\left(n^{\delta/16-1/8}, n^{-\delta/16}\right) \leq C n^{-\delta/16}. \quad (2.0.38)$$

Putting together the last inequality with (2.0.6), (2.0.9), (2.0.10), (2.0.14), (2.0.22) and (2.0.23), we conclude that there exists a constant $C$ (depending on $f, \phi$ and $\{j_n\}),$

$$\sup_{t} \left|\Pr \{n z_{j_n}^2 \bar{J}_n/\sigma \leq t\} - \Pr[Z \leq t]\right| \leq C \left(n^{-\delta(1/2+\alpha) \sqrt{\log n}} + n^{-\delta/16}\right)$$

(2.0.39)

$$\leq C (n^{-\delta/16} \lor n^{-\delta/2} \sqrt{\log n}).$$

Taking $C$ sufficiently large so it is true for all $n.$ (2.0.1) then follows. □
3.1 Preliminaries: An exponential inequality for VC classes of functions

Let $\mathcal{G}$ be a class of real measurable functions on a measurable space $(S, \mathcal{S})$, uniformly bounded by a constant. $\{X_i\}, i \in \mathbb{N}$ are the coordinate functions $S^\mathbb{N} \to S$. $X_i$’s have a common probability law $P$. Set $\|\Phi\|_\mathcal{G} = \sup_{g \in \mathcal{G}} |\Phi(g)|$. We have the maximal version of Talagrand’s inequality (Talagrand, 1996; in this form, see Giné and Nickl, 2009): For any measurable, uniformly bounded classes of functions $\mathcal{G}$, there exists a universal constant $L$, such that for all $t > 0$,

$$\Pr \left\{ \max_{k \leq n} \left\| \sum_{i=1}^{k} g(X_i) \right\|_{\mathcal{G}} \geq E + t \right\} \leq L \exp \left\{ -\frac{t}{LU} \log \left( 1 + \frac{tU}{V} \right) \right\}, \quad (3.1.1)$$

where $E := \mathbb{E}\|\sum_{i=1}^{n} g(X_i)\|_{\mathcal{G}}$, $V := \mathbb{E}\|\sum_{i=1}^{n} g^2(X_i)\|_{\mathcal{G}}$, $U \geq \sup_{g \in \mathcal{G}} \|g\|_{\infty}$.

We say that a class $\mathcal{G}$ of measurable functions is VC (Vapnik-Červonenkis) with respect to the constant envelope $U$ if there exist $A, v < \infty$, such that, for all probability measures $Q$,

$$N(\mathcal{G}, L_2(Q), \epsilon) \leq \left( \frac{AU}{\epsilon} \right)^v. \quad (3.1.2)$$

Here $N(\mathcal{G}, L_2(Q), \epsilon)$ is the covering number: It is the minimum number of balls of radius $\epsilon$ needed to cover $\mathcal{G}$ with $L_2(Q)$ metric. Let $\mathcal{G}$ be a $P$-centered ($\int g dP = 0 \ \forall g \in \mathcal{G}$)
VC-class of functions with $A \geq 3 \sqrt{e}$, $v \geq 1$. Set $\sigma^2 := \sup_{g \in G} \mathbb{E}g^2$. Then by Proposition 2.1, Giné and Guillou (2001), there exists a universal constant $C$, such that

$$E \leq C \left( vU \log \frac{AU}{\sigma} + \sigma \sqrt{nv} \sqrt{\log \frac{AU}{\sigma}} \right). \quad (3.1.3)$$

From inequality (2.6) in Giné and Guillou (2001), one then has

$$V \leq \left( \sqrt{n\sigma} + C \sqrt{vU} \sqrt{\log \frac{AU}{\sigma}} \right)^2. \quad (3.1.4)$$

The last inequality combined with (3.1.1) gives that: there exists a constant $K$ depending on $v$, such that for all $t > 0$,

$$\Pr \left\{ \max_{k \leq n} \left\| \sum_{i=1}^{k} g(X_i) \right\| \geq E + t \right\} \leq K \exp \left\{ -\frac{t}{KU} \log \left( 1 + \frac{tU}{K \left( \sqrt{n\sigma} + U \sqrt{\log \frac{AU}{\sigma}} \right)^2} \right) \right\}. \quad (3.1.5)$$

Setting $t' := E + t$ and using the bound for $E$ in (3.1.3), for all $t' > C(vU \log \frac{AU}{\sigma} + \sigma \sqrt{nv} \sqrt{\log \frac{AU}{\sigma}})$, we have

$$\Pr \left\{ \max_{k \leq n} \left\| \sum_{i=1}^{k} g(X_i) \right\| \geq t' \right\} \leq K \exp \left\{ -\frac{t' - E}{KU} \log \left( 1 + \frac{(t' - E)U}{K \left( \sqrt{n\sigma} + U \sqrt{\log \frac{AU}{\sigma}} \right)^2} \right) \right\}. \quad (3.1.6)$$

If for some $0 < d < 1$, we take $t' > \frac{C}{1-d}(vU \log \frac{AU}{\sigma} + \sigma \sqrt{nv} \sqrt{\log \frac{AU}{\sigma}})$, then $t' - E > t'd$.  
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And we have

$$\Pr \left\{ \max_{k \leq n} \left\| \sum_{i=1}^{k} g(X_i) \right\|_G \geq t' \right\} \leq K \exp \left\{ - \frac{t'd}{KU} \log \left( 1 + \frac{(t'd)U}{K \left( \sqrt{n\sigma} + U \sqrt{\log(AU/\sigma)} \right)^2} \right) \right\}. \quad (3.1.7)$$

We arrive at the following version of Proposition 2.2, Giné and Guillou (2001).

3.1.1 Proposition. Let $G$ be a measurable uniformly bounded VC-class of functions with $A \geq 3 \sqrt{e}, \nu \geq 1$. $G$ is $P$-centered. There exists $K$ and $C$ depending only on the VC characteristic $\nu$ of the class $G$, such that

$$\Pr \left\{ \max_{k \leq n} \left\| \sum_{i=1}^{k} g(X_i) \right\|_G \geq t \right\} \leq K \exp \left\{ - \frac{t}{KU} \log \left( 1 + \frac{tU}{K \left( \sqrt{n\sigma} + U \sqrt{\log(AU/\sigma)} \right)^2} \right) \right\}. \quad (3.1.8)$$

valid for all $t \geq C(\nu U \log(AU/\sigma) + \sigma \sqrt{n\nu} \sqrt{\log(AU/\sigma)})$.

We are mainly interested in the range of ‘$t$’ when the tail probability is of Gaussian type. This is given below, and it is a version of Corollary 2.2, Giné and Guillou (2002).

3.1.2 Corollary. Under the assumptions of Proposition 2.1, and further assuming that for some $\lambda > 0$,

$$\sqrt{n\sigma} \geq \lambda U \sqrt{\log \frac{AU}{\sigma}}, \quad (3.1.9)$$

there exist positive constants $K$ and $C_1$ depending only on $\nu$ such that for all $C_2 \geq C_1 \lambda^{-1}$ and for all $t$ satisfying

$$C_1 \sqrt{n\sigma} \sqrt{\log \frac{AU}{\sigma}} \leq t \leq C_2 \frac{n\sigma^2}{U}, \quad (3.1.10)$$
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we have

\[
\Pr \left\{ \max_{k \leq n} \left\| \sum_{i=1}^{k} g(X_i) \right\| \geq t \right\} \leq K \exp \left\{ -C_3 \frac{t^2}{n \sigma^2} \right\}, \tag{3.1.11}
\]

where \(C_3 = \log(1 + \frac{C_2}{K(1 + \lambda^{-1})^2}) / (KC_2)\).

**Proof.** Using assumption (3.1.9) and Proposition 3.1.1,

\[
\Pr \left\{ \max_{k \leq n} \left\| \sum_{i=1}^{k} g(X_i) \right\| \geq t \right\} \leq K \exp \left\{ -\frac{t}{KU} \log \left( 1 + \frac{tU}{K(\sqrt{n} \sigma + \lambda^{-1} \sqrt{n} \sigma)^2} \right) \right\}
\]

\[
= K \exp \left\{ -\frac{t}{KU} \log \left( 1 + \frac{tU}{K(1 + \lambda^{-1})^2 n \sigma^2} \right) \right\}
\]

(3.1.12)

For \(t\) satisfying (3.1.10),

\[
\frac{tU}{K(1 + \lambda^{-1})^2 n \sigma^2} \leq \frac{C_2 n \sigma^2}{K(1 + \lambda^{-1})^2 n \sigma^2} = \frac{C_2}{K(1 + \lambda^{-1})^2}.
\]

(3.1.13)

Since \(\log(1 + x)/x\) is decreasing for \(x > 0\),

\[
\log \left( 1 + \frac{tU}{K(1 + \lambda^{-1})^2 n \sigma^2} \right) \geq \log \left( 1 + \frac{C_2}{K(1 + \lambda^{-1})^2} \right) \frac{tU}{K(1 + \lambda^{-1})^2 n \sigma^2}
\]

\[
= \frac{\log \left( 1 + \frac{C_2}{K(1 + \lambda^{-1})^2} \right) tU}{C_2 n \sigma^2}.
\]

(3.1.14)

Combining it with (3.1.12) yields (3.1.11). \(\square\)

### 3.2 Upper Bound

The main idea to prove the upper bound is to apply Corollary 3.1.2 to certain classes related to \(\hat{f}_{m,n}(x)\). We will first show that these are of VC type by calculating their
covering numbers. From (0.2.3), we may write

\[ \hat{f}_{m,n}(x) = \frac{m}{n} \sum_{k=0}^{m-1} \sum_{i=1}^{n} \left[ I \left( \frac{k}{m} < X_i \leq \frac{k + 1}{m} \right) \right] b_{k,m-1}(x). \]  

(3.2.1)

For fixed \( m \in \mathbb{Z}^+ \), define

\[ \mathcal{F}_m := \left\{ \sum_{k=0}^{m-1} I_{(k/m,(k+1)/m)}(\cdot) b_{k,m-1}(x) : x \in (0, 1) \right\}. \]  

(3.2.2)

\[ \mathcal{F}^*_m := \left\{ \sum_{k=0}^{m-1} I_{(k/m,(k+1)/m)}(\cdot) \left[ F\left( \frac{k + 1}{m} \right) - F\left( \frac{k}{m} \right) \right] b_{k,m-1}(x) : x \in [a,b] \right\}. \]  

(3.2.3)

Set \( n_l := 2^l \).

\[ \mathcal{H}_l := \bigcup_{m=m_{n_l-1} + 1}^{m_{n_l}} \mathcal{F}^*_m. \]  

(3.2.4)

3.2.1 Lemma. For \( \epsilon \leq 1/3 \), we have the entropy bound for all Borel probability measures \( Q \) on \( \mathbb{R} \),

\[ N(\mathcal{F}_m, L_2(Q), \epsilon) \leq \frac{3m}{\epsilon}, \]  

(3.2.5)

and

\[ N(\mathcal{H}_l, L_2(Q), \epsilon) \leq \left( \sqrt{6m_{n_l}}/\epsilon \right)^2. \]  

(3.2.6)

Proof. It’s easy to see that \( 0 \leq b_{k,m-1}(x) \leq 1 \) and the maximum of \( b_{k,m-1}(x) \) occurs at \( x = k/(m - 1) \). Let \( z_{m,k} \) denote this maximum value. Given \( 0 < \epsilon < 1 \), for fixed \( m \) and
$0 \leq k \leq m - 1$, take all points \( x \in [0, 1] \), such that

$$b_{k,m-1}(x) = 0, \epsilon, 2\epsilon, \ldots, \left\lfloor \frac{z_{m,k}}{\epsilon} \right\rfloor \epsilon, z_{m,k}$$

(3.2.7)

if they exist. Since \( b_{k,m-1}(x) \) is monotonically increasing on \([0, k/(m - 1)]\) and monotonically decreasing on \([k/(m - 1), 1]\), on each level \( k \), the number \( N_{m,k}(\epsilon) \) of such points satisfies \( N_{m,k}(\epsilon) \leq 2([1/\epsilon] + 1) + 1 \leq 3/\epsilon := N(\epsilon) \) such points for \( \epsilon \leq 1/3 \). Again by monotonicity property of \( b_{k,m-1}(\cdot) \), if \( x_1^i, x_2^i, \ldots, x_{N_{m,k}(\epsilon)}^i \) is the set of these points in increasing order, then for all \( i, k \), and all \( x, y \in [x_k^i, x_{k+1}^i] \),

$$|b_{k,m-1}(x) - b_{k,m-1}(y)| \leq \epsilon.$$ 

(3.2.8)

Claim that \( \{ \sum_{k=0}^{m-1} I_{(k/m, (k+1)/m)}(\cdot) b_{k,m-1}(x_k^i) \}_{l=0, \ldots, m-1; i=1, \ldots, N_{m,l}(\epsilon)} \) are the centers of a covering of \( \mathcal{F}_m \) with radius \( \epsilon \). To see this, we order all the \( x_k^i \), \( 0 \leq l \leq m - 1 \) in increasing order and note that any interval between two consecutive such points is contained in or coincide with an interval of two consecutive points from the level \( l \) for all \( 0 \leq l \leq m - 1 \). Hence by (3.2.8), if \( x \) falls in one of these intervals with e.g. left end point \( x_i^l \) for some \( l \) and \( i \), we have

$$\max_{0 \leq k \leq m-1} |b_{k,m-1}(x) - b_{k,m-1}(x_i^l)| \leq \epsilon.$$ 

(3.2.9)

Therefore, for any probability measure \( Q \), since \( I_{(k/m, (k+1)/m)}(\cdot) \) are disjoint for different \( k \), we have for any \( x \in (0, 1) \),

$$\min_{l,i} \int \left| \sum_{k=0}^{m-1} I_{(k/m, (k+1)/m)}(\cdot) b_{k,m-1}(x) - \sum_{k=0}^{m-1} I_{(k/m, (k+1)/m)}(\cdot) b_{k,m-1}(x_i^l) \right|^2 dQ$$
\[
= \min_{l,i} \int \sum_{k=0}^{m-1} I_{(k/m,(k+1)/m)}(b_{k,m-1}(x) - b_{k,m-1}(x_i'))^2 dQ
\]
\[
\leq \min_{l,i} \max_{0 \leq k \leq m-1} (b_{k,m-1}(x) - b_{k,m-1}(x_i'))^2 \leq \epsilon^2.
\]

Thus the claim is true and we conclude that
\[
N(\mathcal{F}_m, L_2(Q), \epsilon) \leq \frac{3m}{\epsilon} := N_m.
\] (3.2.11)

Furthermore, since
\[
\min_{l,i} \int \left| \sum_{k=0}^{m-1} \left( F\left( k + \frac{1}{m}\right) - F\left( \frac{k}{m}\right) \right) b_{k,m-1}(x) - \sum_{k=0}^{m-1} \left( F\left( k + \frac{1}{m}\right) - F\left( \frac{k}{m}\right) \right) b_{k,m-1}(x_i') \right|^2 dQ
\]
\[
\leq \min_{l,i} \max_{0 \leq k \leq m-1} (b_{k,m-1}(x) - b_{k,m-1}(x_i'))^2 \int \left( \sum_{k=0}^{m-1} \left( F\left( k + \frac{1}{m}\right) - F\left( \frac{k}{m}\right) \right) \right)^2 dQ
\]
\[
\leq \min_{l,i} \max_{0 \leq k \leq m-1} (b_{k,m-1}(x) - b_{k,m-1}(x_i'))^2 \leq \epsilon^2,
\] (3.2.12)

then \( \sum_{k=0}^{m-1} I(I_{k/m,(k+1)/m}) - (F((k+1)/m) - F(k/m))b_{k,m-1}(x_i'), l = 0, ..., m-1; i = 1, ..., N_{m}(\epsilon) \)

are the centers of a covering for \( \mathcal{F}_m^* \) with radius \( 2\epsilon \). For each \( m \), we may find \( x^1_m, ..., x^{N_m}_m \)

so that
\[
c_m := \left\{ \sum_{k=0}^{m-1} I\left( \frac{k}{m} < X_i \leq \frac{k + 1}{m}\right) - \left( F\left( \frac{k + 1}{m}\right) - F\left( \frac{k}{m}\right) \right) b_{k,m-1}(x^j_m), j = 1, ..., N_m \right\}
\] (3.2.13)

is a \( 2\epsilon \)-dense subset of \( \mathcal{F}_m^* \). So \( \bigcup_{m=m_{N_l}}^{m_{N_l+1}} c_m \) are the centers of a covering for \( \mathcal{H}_l \) with radius \( 2\epsilon \). It follows that, for any probability measure \( Q \),
\[
N(\mathcal{H}_l, L_2(Q), \epsilon) \leq \frac{6}{\epsilon} (m_{n_{l-1}} + 1 + m_{n_{l-1}} + 2 + ... + m_{n_l})
\]
\[
\leq (\sqrt{6m_{n_l}/\epsilon})^2
\]
(3.2.14)
if $\epsilon \leq 1/3$ and $l > 1$. \hfill \Box

The following lemma helps to estimate the constant envelope $U_l$ of the class $\mathcal{H}_l$. The derivation of the upper bound uses the method in Theorem 1.5.2, Lorentz (1986). In addition, we need to argue the bound holds uniformly for all $x \in [a, b]$, which is not implied directly by that theorem.

### 3.2.2 Lemma

For any $0 < a \leq x \leq b < 1$,

$$
\sup_{x \in [a, b]} \max_{0 \leq k \leq m} b_{k,m}(x) \leq \frac{C_{a,b}}{\sqrt{m}}
$$

(3.2.15)

for $m$ large enough depending on $a, b$.

**Proof.** Fix $x \in [a, b]$ and $\alpha \in (1/3, 1/2)$, we first consider $\max_{k: |k/m - x| > m^{-\alpha}} b_{k,m}(x)$. By (8), pg 15, Lorentz (1986), for any $l > 0$,

$$
\max_{k: |k/m - x| > m^{-\alpha}} b_{k,m}(x) \leq C m^{-l},
$$

(3.2.16)

where $C$ depends only on $\alpha$ and $l$. Now we consider $\max_{k: |k/m - x| \leq m^{-\alpha}} b_{k,m}(x)$, where $b_{k,m}(x)$ was defined in (0.2.1). Using Stirling’s formula for $m!$ (Robbins, 1955),

$$
m! = \left(\frac{m}{e}\right)^m \sqrt{2\pi m} \exp(\lambda_m),
$$

(3.2.17)

where $1/(12m + 1) < \lambda_m < 1/(12m)$. For $k$ satisfying $|k/m - x| \leq m^{-\alpha}$, $0 \leq k \leq m$,

$$
\binom{m}{k} x^k (1-x)^{m-k} = \frac{m^m \sqrt{m}}{\sqrt{2\pi k(m-k)} k^k (m-k)^{m-k} x^k (1-x)^{m-k} H_m k},
$$

(3.2.18)
where $H_{m,k} = e^{\lambda_{m,k}}/[e^{\lambda_k}e^{\lambda_{m-k}}]$. Since $k \geq 0$, $m - k \geq 0$ for all $x \in [a,b]$,

$$\sup_{x \in [a,b]} \max_k H_{m,k} \leq e^{\lambda_{m,k}} \searrow 1 \text{ as } m \to \infty. \quad (3.2.19)$$

Another factor on the right hand side of (3.2.18) is

$$\frac{m}{2\pi k(m-k)} = m^{-1} \frac{1}{2\pi \frac{k}{m} \left(1 - \frac{k}{m}\right)}. \quad (3.2.20)$$

Given the range of $x$ and $k$, we have

$$k \geq a - m^{-\alpha}, 1 - k \geq 1 - b - m^{-\alpha}. \quad (3.2.21)$$

So if $m$ is sufficiently large depending on $[a, b]$,

$$\max_{k:|k/m-x| \leq m^{-\alpha}} \frac{m}{2\pi k(m-k)} \leq \frac{1}{2\pi m(a - m^{-\alpha})(1 - b - m^{-\alpha})} \leq \frac{C_{a,b}}{m}. \quad (3.2.22)$$

The remaining factor in (3.2.18) is

$$W_{m,k}(x) := \frac{m^m}{k^k(m-k)^{m-k}} x^k (1-x)^{m-k} \left(\frac{m}{k} \right)^k \left(\frac{m(1-x)}{m-k}\right)^{m-k}. \quad (3.2.23)$$

And then,

$$- \log W_{m,k}(x) = k \log \left(1+ x^{-1} \left(\frac{k}{m} - x\right)\right) + (m-k) \log \left(1 - (1-x)^{-1} \left(\frac{k}{m} - x\right)\right). \quad (3.2.24)$$

Using Taylor’s formula for $|u| < 1$,

$$\log(1+u) = u - \frac{1}{2} u^2 \rho, \rho = 1 + \epsilon u, \quad (3.2.25)$$
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and

\[
\log(1 - u) = -u - \frac{1}{2} u^2 \rho_1, \rho_1 = 1 + \epsilon_1 u, \tag{3.2.26}
\]

where \( \epsilon \) and \( \epsilon_1 \) remain bounded as \( u \to 0 \).

\[
- \log W_{m,k}(x) = \sum_{k=0}^{m-1} \left( (1 - x)^{-1} \frac{k}{m} - x \right)^{x^{-1}} \frac{k}{m} - x \right)^2 \rho_x \right) - (m - k) \left( (1 - x)^{-1} \frac{k}{m} - x \right) \left( \frac{k}{m} - x \right)^2 \rho_{1x} \right) = m \left( 1 + x^{-1} \frac{k}{m} - x \right) \left( 1 - \frac{1}{2} x^{-1} \frac{k}{m} - x \right) \rho_x \right) \right) - (1 - (1 - x)^{-1} \frac{k}{m} - x \right) \left( 1 + \frac{1}{2} (1 - x)^{-1} \frac{k}{m} - x \right) \rho_{1x} \right) = m \left( \frac{k}{m} - x \right)^2 \left( \left[ x^{-1} - \frac{1}{2} x^{-1} \rho_x - \frac{1}{2} x^{-2} \frac{k}{m} - x \right] \rho_x \right) \right) + \left( (1 - x)^{-1} - \frac{1}{2} (1 - x)^{-1} \rho_{1x} + \frac{1}{2} (1 - x)^{-2} \frac{k}{m} - x \right) \rho_{1x} \right) \right). \tag{3.2.27}
\]

Finally, we get

\[
- \log W_{m,k}(x) = (2x(1 - x))^{-1} m \left( \frac{k}{m} - x \right)^2 + m \left( \frac{k}{m} - x \right)^2 \times \left[ x^{-1} \frac{1}{2} x^{-1} \rho_x - \frac{1}{2} x^{-2} \frac{k}{m} - x \right) \right] \right) + (1 - x)^{-1} \left( \frac{1}{2} \frac{1}{2} \rho_{1x} + \frac{1}{2} (1 - x)^{-1} \rho_{1x} \frac{k}{m} - x \right) \right). \tag{3.2.28}
\]
So we can write

$$W_{m,k}(x) = \exp(\log W_{m,k}(x)) = \exp\left(-\frac{m\left(\frac{k}{m} - x\right)^2}{2x(1-x)}\right) \exp\left(-Q_{m,k}(x)\right),$$  \hspace{1cm} (3.2.29)

where $Q_{m,k}(x)$ is the second term on the right hand side in (3.2.28). By (3.2.25) and (3.2.26), $\rho_x$ and $\rho_{1x}$ satisfy the following:

$$\frac{1}{2} - \frac{1}{2} \rho_x = -\frac{1}{2} \epsilon_x x^{-1}\left(\frac{k}{m} - x\right)$$  \hspace{1cm} (3.2.30)

and

$$\frac{1}{2} - \frac{1}{2} \rho_{1x} = -\frac{1}{2} \epsilon_{1x}(1-x)^{-1}\left(\frac{k}{m} - x\right)$$  \hspace{1cm} (3.2.31)

For all $x \in [a, b]$ and $k$ in the specified range, as $m \to \infty$, $x^{-1}(k/m - x)$ and $(1 - x)^{-1}(k/m - x)$ tend to 0 uniformly. So $\epsilon_x$ and $\epsilon_{1x}$ are uniformly bounded. Moreover, $x^{-1}, (1 - x)^{-1}, \rho_x, \rho_{1x}$ are also bounded for $x \in [a, b]$ if $m$ is large enough. By this argument,

$$|Q_{m,k}(x)| \leq m\left(\frac{k}{m} - x\right)^2 A_x \left|\frac{k}{m} - x\right| \leq A_x m^{1-3\alpha},$$  \hspace{1cm} (3.2.32)

where $A_x$ is uniformly bounded in absolute value for $x \in [a, b]$ when $m$ is large enough.

Therefore, $|Q_{m,k}(x)| \to 0$ uniformly for all $k$ and $x$ in the specified range. And by (3.2.29), $W_{m,k}(x)$ is uniformly bounded by a constant when $m$ is large enough. Combining this with (3.2.18), (3.2.19), (3.2.22) and (3.2.23), we obtain

$$\sup_{x \in [a, b]} \max_{k : |k/m - x| \leq m^{-\alpha}} b_{k,m}(x) \leq \frac{C_{a,b}}{\sqrt{m}},$$  \hspace{1cm} (3.2.33)
Thus, for $m$ sufficiently large, by (3.2.16) and (3.2.33),

\[
\sup_{x \in [a, b]} \max_{0 \leq k \leq m} \left( \sum_{k=0}^{m} \binom{m}{k} x^k (1-x)^{m-k} \right) \leq \sup_{x \in [a, b]} \max_{k/m \leq x \leq m} b_{k,m}(x) \vee \sup_{x \in [a, b]} \max_{k/m > m} b_{k,m}(x) \leq \frac{C_{a,b}}{\sqrt{m}}.
\]

(3.2.34)

We also need an estimate on $\sigma^2_l$ (defined above (3.1.3)) of the class $\mathcal{H}_l$, which is the purpose of the next lemma. We improve the result in Lemma 3.1, Babu, Chaubey, Canty (2002) so that the convergence holds uniformly for $x \in [a, b]$.

### 3.2.3 Lemma

Let $0 < a \leq b < 1$. As $m \to \infty$,

\[
2 \sqrt{\pi mx(1-x)} \sum_{k=0}^{m} b_{k,m}^2(x) \to 1
\]

(3.2.35)

uniformly for all $x \in [a, b]$.

**Proof.** Let $U_i, W_j, i, j = 1,..., m$, be i.i.d. Bernoulli random variables satisfying

\[
\Pr(U_i = 1) = x, \quad \Pr(U_i = 0) = 1 - x.
\]

(3.2.36)

Set $R_i := (U_i - W_i)/ \sqrt{2x(1-x)}$. Then $R_i$ has a lattice distribution with span $h = 1/\sqrt{2x(1-x)}$. We observe that,

\[
\sum_{k=0}^{m} b_{k,m}^2(x) = \sum_{k=0}^{m} \Pr \left( \sum_{i=1}^{m} U_i = \sum_{i=1}^{m} W_i = k \right) = \Pr \left( \sum_{i=1}^{m} R_i = 0 \right).
\]

(3.2.37)

We may verify that $\mathbb{E}R_i = 0$ and $\mathbb{E}R_i^2 = 1$. Thus, we can apply Theorem 3, XV.5, Feller.
(1971) to $\Pr(\sum_{i=1}^{m} R_i = 0)$ and get

$$\sqrt{2mx(1-x)} \sum_{k=0}^{m} b_{k,m}(x) - \frac{1}{\sqrt{2 \pi}} \rightarrow 0. \quad (3.2.38)$$

By inspecting (5.14) in that proof, we see that for all $h > 0$, the first integral tends to zero uniformly by the proof of Theorem 2, XV.5, Feller (1971). The second integral tends to zero uniformly for all $\sqrt{m \pi} / h \to \infty$ (In this context, $\sqrt{m \pi} / h \to \infty$). This is true since for $x \in [a, b]$, $h$ is bounded above by $1 / \sqrt{2a(1-a)}$ or $1 / \sqrt{2b(1-b)}$. We conclude that, the convergence in (3.2.38) is uniform for all $x \in [a, b]$. \hfill \Box

Now we prove the upper bound result.

**3.2.4 Theorem.** Let $m = m_n = n^\delta$, where $0 < \delta < 2$. Assume the density $f$ is bounded above. Then there exists a positive constant $C_{f,a,b}$, such that

$$\limsup_{n \to \infty} \sqrt{\frac{n}{m_n \log m_n}} \sup_{x \in [a,b]} \left| \hat{f}_{m,n}(x) - \mathbb{E}\hat{f}_{m,n}(x) \right| = C_{f,a,b} \ a.s. \quad (3.2.39)$$

**Proof.** By the definition of $\hat{f}_{m,n}(x)$ in (0.2.3), it is equivalent to proving that

$$\limsup_{n \to \infty} \sqrt{\frac{m_n^{3/2}}{n \log m_n}} \sup_{x \in [a,b]} \left| \sum_{i=1}^{n} \sum_{k=0}^{m_n^{-1}} \left[ I \left( \frac{k}{m_n} < X_i \leq \frac{k+1}{m_n} \right) - \left( F \left( \frac{k+1}{m_n} \right) - F \left( \frac{k}{m_n} \right) \right) b_{k,m_n-1}(x) \right] \right| = C_{f,a,b} \ a.s. \quad (3.2.40)$$

Let $n_l = 2^l$. We consider the blocking from $n_{l-1}$ to $n_l$,

$$\Pr \left\{ \max_{n_{l-1} < n \leq n_l} \sup_{x \in [a,b]} \sqrt{\frac{m_n^{3/2}}{n \log m_n}} \sum_{i=1}^{n} \sum_{k=0}^{m_n^{-1}} \left[ I \left( \frac{k}{m_n} < X_i \leq \frac{k+1}{m_n} \right) - \left( F \left( \frac{k+1}{m_n} \right) - F \left( \frac{k}{m_n} \right) \right) b_{k,m_n-1}(x) \right] > s \right\}$$
\[ \leq \Pr \left\{ \max_{n_{l-1} < n \leq m_l} \sup_{x \in [a,b]} \left[ \sum_{i=1}^{n} \sum_{k=0}^{n_{l-1}} \left[ I \left( \frac{k}{m_n} < X_i \leq \frac{k+1}{m_n} \right) \right] \right] \right\} (3.2.41) \]

\[ - \left( F \left( \frac{k+1}{m_n} \right) - F \left( \frac{k}{m_n} \right) \right) b_{k,m_n-1}(x) \geq \frac{n_{l-1} \log m_n}{m_{n_l}^{3/2}} \]

since \( \max_{n_{l-1} < n \leq m_l} \frac{m_n^{3/2}}{n \log m_n} \leq \frac{m_{n_l}^{3/2}}{n_{l-1} \log m_n} \). To bound the last probability, we will apply Corollary 3.1.2 to the class \( \mathcal{H}_l \). Let \( U_l \) be the constant envelope of \( \mathcal{H}_l \). By Lemma 3.2.2,

\[ U_l \leq 2 \max_{n_{l-1} < n \leq m_l} \max_{0 \leq k \leq m_n} b_{k,m_n-1}(x) \leq \frac{C_{a,b}}{\sqrt{m_{n_{l-1}}}} \quad (3.2.42) \]

for \( l \) sufficiently large depending on \([a, b] \). By Lemma 3.2.1, \( \mathcal{H}_l \) is a VC-class of functions for each \( l \). The VC-characteristics of \( \mathcal{H}_l \) are \( A_l = \sqrt{6} m_{n_l}^{1/2} / C_{a,b} \nu_l = 2 \). Then we estimate \( \sigma_l^2 \). Using the hypothesis that \( f \) is bounded above and Lemma 3.2.3, we get

\[ \sup_{m_{n_{l-1}} < m_n \leq m_l} \mathbb{E} \left[ \sum_{k=0}^{m_{n-1}} I \left( \frac{k}{m_n} < X_i \leq \frac{k+1}{m_n} \right) b_{k,m_n-1}(x) \right]^2 \]

\[ = \sup_{m_{n_{l-1}} < m_n \leq m_l} \mathbb{E} \sum_{k=0}^{m_{n-1}} I \left( \frac{k}{m_n} < X_i \leq \frac{k+1}{m_n} \right) b^2_{k,m_n-1}(x) \]

\[ = \sup_{m_{n_{l-1}} < m_n \leq m_l} \sum_{k=0}^{m_{n-1}} \left[ F \left( \frac{k+1}{m_n} \right) - F \left( \frac{k}{m_n} \right) \right] b^2_{k,m_n-1}(x) \quad (3.2.43) \]

\[ \leq \sup_{m_{n_{l-1}} < m_n \leq m_l} \frac{\|f\|_\infty}{m_n} \sum_{k=0}^{m_{n-1}} b^2_{k,m_n-1}(x) \leq \frac{C_{f,a,b}}{m_{n_{l-1}}^{3/2}}. \]

So we may take \( \sigma_l^2 = C_{f,a,b} m_{n_{l-1}}^{-3/2} \). To apply Corollary 3.1.2 to the class \( \mathcal{H}_l \), we first check
condition (3.1.9).

\[ \sqrt{n_l \sigma_l} = 2^{l/2} \frac{C_{f \sigma}}{m_{n_{l-1}}^{3/4}} \approx 2^{l/2 - 3\delta(l-1)/4}, \quad (3.2.44) \]

and

\[ U_l \sqrt{\log \frac{A_l U_l}{\sigma_l}} \approx m_{n_{l-1}}^{-1/2} \sqrt{\log \frac{m_{n_l}}{m_{n_{l-1}}^{3/4}}} \approx 2^{-\delta(l-1)/2} \sqrt{\frac{7l\delta}{4} - \frac{3\delta}{4} \sqrt{\log 2}}. \quad (3.2.45) \]

Then since \( \delta < 2 \),

\[ \frac{\sqrt{n_l \sigma_l}}{U_l \sqrt{\log (A_l U_l/\sigma_l)}} \approx \frac{2^{l/2 - \delta(l-1)/4}}{\sqrt{\frac{7l\delta}{4} - \frac{3\delta}{4}}} \to \infty \quad (3.2.46) \]

as \( l \to \infty \). So (3.1.9) holds for some \( \lambda \) independent of \( l \) when \( l \) is large enough. We pick \( s \) so that \( s \sqrt{n_{l-1} \log m_{n_l}/m_{n_l}^{3/2}} \) in (3.2.41) is an admissible choice in (3.1.10). \( s \) should satisfy

\[ C_1 \sqrt{n_l \sigma_l} \sqrt{\log (A_l U_l/\sigma_l)} \leq s \sqrt{n_{l-1} \log m_{n_l}/m_{n_l}^{3/2}} \leq C_2 \frac{n_l \sigma_l^2}{U_l}. \quad (3.2.47) \]

We calculate the order of the three terms in the above inequality. By (3.2.44) and (3.2.45),

\[ \sqrt{n_l \sigma_l} \sqrt{\log (A_l U_l/\sigma_l)} \approx 2^{l/2 - 3\delta(l-1)/4} \sqrt{\frac{7l\delta}{4} - \frac{3\delta}{4}} \]

\[ \approx 2^{l/2 - 3\delta(l-1)/4 - l\delta/4} \sqrt{\frac{7l\delta}{4} - \frac{3\delta}{4}} \quad (3.2.48) \]

\[ s \sqrt{n_{l-1} \log m_{n_l}/m_{n_l}^{3/2}} \approx s \sqrt{\frac{2l-1\delta}{2\delta l/2}} \approx s 2^{l/2 - 3\delta(l-1)/4 - 1/2} \sqrt{l\delta}, \quad (3.2.49) \]

83
and

\[
\frac{n_0 \sigma^2}{U_l} \leq \frac{2^l m_{n_l-1}^{3/2} \sigma^2}{m_{n_l-1}^{1/2}} \leq 2^{l-\delta/3}.
\]

So we may pick \( s \) as a positive constant (depending on \( f, a, b \)) to satisfy (3.2.47). Then according to Corollary (3.1.2),

\[
\Pr \left\{ \max_{n_{l-1} < n \leq n_l} \sup_{x \in [a,b]} \left| \sum_{i=1}^{n} \sum_{k=0}^{m_{n_l} - 1} I \left( \frac{k}{m_n} < X_i \leq \frac{k+1}{m_n} \right) - \left( F \left( \frac{k + 1}{m_n} \right) - F \left( \frac{k}{m_n} \right) \right) b_{k,m_{n_l}} (x) \right| > s \sqrt{\frac{n_{l-1} \log m_{n_l}}{m_{n_l}^{3/2}}} \right\} 
\leq K \exp \left\{ -C_3 \frac{n_l^2 \log m_{n_l}}{m_{n_l}^{3/2}} \right\}
\]

\[
\leq K \exp \left\{ -C_{f,a,b} 2^{1-3\delta/2} \sqrt{\log m_{n_l}} \right\}.
\]

We have shown that

\[
\sum_l \Pr \left\{ \max_{n_{l-1} < n \leq n_l} \sup_{x \in [a,b]} \sqrt{n \log m_n} \left| \sum_{i=1}^{n} \sum_{k=0}^{m_{n_l} - 1} I \left( \frac{k}{m_n} < X_i \leq \frac{k+1}{m_n} \right) - \left( F \left( \frac{k + 1}{m_n} \right) - F \left( \frac{k}{m_n} \right) \right) b_{k,m_{n_l}} (x) \right| > s \right\} 
\leq \sum_l K \exp \left\{ -C_{f,a,b} l \right\} < \infty.
\]

Now by Borel-Cantelli and zero-one law, we have proved (3.2.39).

\[ \square \]

3.2.5 Remark. An application of Proposition 2.1, Giné and Guillou (2001) to the class \( \mathcal{F}_{m_n} \) gives the expectation bound directly. Under the same assumptions of Theorem 3.2.4,

\[
\mathbb{E} \sup_{x \in [a,b]} \left| \hat{f}_{m,n}(x) - \mathbb{E} \hat{f}_{m,n}(x) \right| \leq C_{f,a,b} m_n^{1/4} \sqrt{\frac{\log m_n}{n}}.
\]
3.3 Lower bound

We need a modification of Proposition 2, Einmahl and Mason (2000). Let \( \{a_n\}_{n \geq 1} \) be a sequence of positive constants converging to zero satisfying

\[
\frac{|\log a_n|}{\log \log n} \to \infty, \quad \lim_{n \to \infty} \frac{a_n^{9/2}}{n} = \infty, \quad \frac{|\log a_n|}{\sqrt{n}} \to 0 \text{ as } n \to \infty. \tag{3.3.1}
\]

Let \( X, X_1, ..., X_n \) be a sequence of i.i.d. random variables on \( \mathbb{R} \). Let \( \{g_i^{(n)}\}_{i=1}^{k_n} \) be a sequence of real valued measurable functions on \( \mathbb{R} \) satisfying:

\[
\Pr[g_i^{(n)}(X) \neq 0, g_j^{(n)}(X) \neq 0] = 0, i \neq j, \tag{3.3.2}
\]

\[
\sum_{i=1}^{k_n} \Pr[g_i^{(n)}(X) \neq 0] \leq 1/2, \tag{3.3.3}
\]

\[
a_n k_n \to r \text{ as } n \to \infty, \tag{3.3.4}
\]

for some \( 0 < r < \infty \). Moreover, there exist \( -\infty < \mu_1 < 0 < \mu_2 < \infty \) and \( 0 < \sigma_1 < \sigma_2 < \infty \), such that uniformly in \( i = 1, ..., k_n \), when \( n \) is large enough,

\[
a_n^3 \mu_1 \leq \mathbb{E}g_i^{(n)}(X) \leq a_n^3 \mu_2, \tag{3.3.5}
\]

\[
\sigma_1 a_n^{9/4} \leq \sqrt{\text{Var}g_i^{(n)}(X)} \leq \sigma_2 a_n^{9/4}, \tag{3.3.6}
\]

and for some \( 0 < B < \infty \),

\[
|g_i^{(n)}| \leq B \tag{3.3.7}
\]
uniformly in $i = 1, \ldots, k_n$ for all large $n$. Set $G_n(g) := \frac{1}{n} \sum_{i=1}^{n} g(X_i)$.

### 3.3.1 Proposition
Assume that (3.3.1)-(3.3.7) hold, then with probability one, for each $0 < \epsilon < 1$,

$$
\max_{1 \leq i \leq k_n} \frac{\sqrt{n}[G_n(g_i^{(n)}) - \mathbb{E}g_i^{(n)}(X)]}{\sqrt{2|\log a_n| \text{Var}(g_i^{(n)}(X))}} \geq 1 - \epsilon
$$

(3.3.8)

for all $n$ large enough depending on $\epsilon$.

**Proof.** The proof is a straightforward modification of Proposition 2, Einmahl and Mason (2000). To prove (3.3.8), let $A_i^{(n)}$ be the event

$$
\frac{\sqrt{n}[G_n(g_i^{(n)}) - \mathbb{E}g_i^{(n)}(X)]}{\sqrt{2|\log a_n| \text{Var}(g_i^{(n)}(X))}} < 1 - \epsilon.
$$

(3.3.9)

Then $(\cap_{i=1}^{k_n} A_i^{(n)})^C$ is the event

$$
\max_{1 \leq i \leq k_n} \frac{\sqrt{n}[G_n(g_i^{(n)}) - \mathbb{E}g_i^{(n)}(X)]}{\sqrt{2|\log a_n| \text{Var}(g_i^{(n)}(X))}} \geq 1 - \epsilon.
$$

(3.3.10)

We use a Poissonization technique to bound $\text{Pr}(\cap_{i=1}^{k_n} A_i^{(n)})$. Let $N_n(g) := \frac{1}{n} \sum_{i=1}^{n} g(X_i)$, where $\pi_n \sim \text{Poisson}(n)$ and is independent of $X_1, \ldots, X_n$. Let $B_i^{(n)}$ be the Poissonized version of $A_i^{(n)}$. That is, $B_i^{(n)}$ is the event

$$
\frac{\sqrt{n}[N_n(g_i^{(n)}) - \mathbb{E}g_i^{(n)}(X)]}{\sqrt{2|\log a_n| \text{Var}(g_i^{(n)}(X))}} < 1 - \epsilon.
$$

(3.3.11)

By Lemma 8, Einmahl and Mason (2000), we have

$$
\text{Pr}\left(\cap_{i=1}^{k_n} A_i^{(n)}\right) \leq 2 \text{Pr}(B_1^{(n)}) \cdots \text{Pr}(B_{k_n}^{(n)}).
$$

(3.3.12)
To bound the right hand side of the above inequality, we consider \( \Pr \{ (B_i^{(n)})^C \} \). Let \( \eta > 0 \).

Conditioning on \( \pi_n = l \), we get

\[
\Pr \{ (B_i^{(n)})^C \} \geq \sum_{l \mid n - l \leq \eta \sqrt{n}} \Pr \{ (B_i^{(n)})^C \mid \pi_n = l \} \Pr \{ \pi_n = l \}. \tag{3.3.13}
\]

It follows from the definitions of \( N_n(g_i), G_n(g_i) \) and the independence of \( \pi_n \) and \( X_i \)'s, that

\[
\Pr \{ (B_i^{(n)})^C \mid \pi_n = l \} = \Pr \left\{ \frac{\sqrt{n} \left[ N_n(g_i^{(n)}) - \mathbb{E} g_i^{(n)} \right]}{\sqrt{2|\log a_n| \text{Var}(g_i^{(n)})}} \geq 1 - \epsilon \mid \pi_n = l \right\} \tag{3.3.14}
\]

\[
= \Pr \left\{ \frac{(\sqrt{n}/n) \left[ \sum_{j=1}^l g_{i,j}^{(n)}(X_j) - n \mathbb{E} g_{i,j}^{(n)} \right]}{\sqrt{2|\log a_n| \text{Var}(g_i^{(n)})}} \geq 1 - \epsilon \mid \pi_n = l \right\}
\]

\[
= \Pr \left\{ \frac{1}{\sqrt{n}} \left[ G_l(g_i^{(n)}) - \mathbb{E} g_i^{(n)} \right] + \frac{\sqrt{n}(l-n)}{n} \mathbb{E} g_i^{(n)} \geq 1 - \epsilon \right\}.
\]

In (3.3.5), with out loss of generality, we can assume \( |\mu_1| \leq \mu_2 \). Combining it with (3.3.6) and \( |n - l| \leq \eta \sqrt{n} \), we obtain

\[
\frac{(\sqrt{n}(n - l)/n) \mathbb{E} g_i^{(n)}}{\sqrt{2|\log a_n| \text{Var}(g_i^{(n)})}} \leq \frac{\eta a_n^2 \mu_2}{\sigma_1 a_n^{3/4} \sqrt{2|\log a_n|}} \leq \frac{\eta \mu_2}{\sigma_1} \sqrt{\frac{a_n^{3/2}}{2|\log a_n|}} \tag{3.3.15}
\]

when \( n \) is large enough. The last inequality follows since \( a_n \to 0 \) and then \( a_n^{3/2} / (2|\log a_n|) \to 0 \) as \( n \to \infty \). So from the last equation in (3.3.14), we get

\[
\Pr \{ (B_i^{(n)})^C \mid \pi_n = l \} \geq \Pr \left\{ \frac{1}{\sqrt{n}} \left[ G_l(g_i^{(n)}) - \mathbb{E} g_i^{(n)} \right] + \frac{\sqrt{n}(l-n)}{n} \mathbb{E} g_i^{(n)} \geq 1 - \epsilon + \frac{\eta \mu_2}{\sigma_1} \right\}. \tag{3.3.16}
\]
We choose $\eta > 0$ so that $\eta \mu_2/\sigma_1 < (\epsilon/2)^2$, then

$$\Pr \left\{ (B_i^{(n)})^C \mid \pi_n = l \right\} \geq \Pr \left\{ \left( l \sqrt{n}/n \right) \left( G_i^{(n)} - \mathbb{E}(g_i^{(n)}) \right) \geq \left( 1 - \frac{\epsilon}{2} \right)^2 \sqrt{2|\log a_n| \text{Var}(g_i^{(n)})} \right\} \geq \left( 1 - \frac{\epsilon}{2} \right)^2 \sqrt{2|\log a_n|} \cdot \right. \tag{3.3.17}$$

By (3.3.13), it suffices to find the lower bound for the last probability where $l$ is in the range $|n - l| \leq \eta \sqrt{n}$. Let $\xi_j := (g_i^{(n)}(X_j) - \mathbb{E}g_i^{(n)}(X))/\sqrt{\text{Var}(g_i^{(n)}(X))}$ for $j = 1, \ldots, l$. $\xi_j$'s are i.i.d. mean zero random variables. We will apply Kolmogorov’s inequality to $\xi_j$’s. Kolmogorov’s inequality is stated as follows (Lemma 2, Pg 341, Chow and Teicher, 1978):

Let $\xi_1, \ldots, \xi_n$ be independent mean zero random variables with $s_n^2 = \sum_{i=1}^n \mathbb{E} \xi_i^2 > 0$ and $\Pr[|\xi_i| \leq d_i] = 1$, where $0 < d_i \uparrow, 1 \leq i \leq n$. If $\lim_{n \to \infty} d_n x_n/s_n = 0$, where $x_n > x_0 > 0$, then for every $\gamma \in (0, 1)$, there is a $C_\gamma \in (0, 1/2)$, such that for all large $n$,

$$\Pr \left\{ \sum_{i=1}^n \xi_i \geq (1 - \gamma)^2 s_n x_n \right\} > C_\gamma \exp(-x_n^2(1 - \gamma)(1 - \gamma^2)/2). \tag{3.3.18}$$

We calculate

$$s_l = \sqrt{\sum_{j=1}^l \mathbb{E} \xi_j^2} = \sqrt{l}, \tag{3.3.19}$$

and by (3.3.6) and (3.3.7),

$$d_j = \frac{2B}{\sqrt{\text{Var}(g_i^{(n)})}} \leq \frac{2B}{\sigma_1 a_n^{9/4}}. \tag{3.3.20}$$
So we may take \( x_l = \sqrt{2n|\log a_n|/l} \). By (3.3.1) and the range of \( l \), we can check that

\[
\lim_{l \to \infty} \frac{d_l x_l}{s_l} = \lim_{l \to \infty} \frac{2B \sqrt{2n|\log a_n|/(a_n^{9/2}l)}}{\sigma_1 \sqrt{l}} = \lim_{l \to \infty} \frac{n|\log a_n|}{a_n^{9/2}l} = \lim_{n \to \infty} \frac{|\log a_n|}{a_n^{9/2}n} = 0. \tag{3.3.21}
\]

Using Kolmogorov’s inequality, for every \( \epsilon \in (0, 1) \), there is a \( C_{\epsilon/2} \in (0, 1/2) \), such that

\[
\Pr \left\{ \sum_{j=1}^l \frac{g_i^{(n)}(X_j) - \mathbb{E}g_i^{(n)}(X)}{\sqrt{\text{Var}(g_i^{(n)}(X))}} \geq \left( 1 - \frac{\epsilon}{2} \right)^2 \frac{\sqrt{2n|\log a_n|}}{l} \right\} > C_{\epsilon/2} \exp \left( -\frac{n|\log a_n|}{l} \left( 1 - \frac{\epsilon}{2} \right) \left( 1 - \frac{\epsilon^2}{4} \right) \right) \tag{3.3.22}
\]

\[
= C_{\epsilon/2} \exp \left( -\left( 1 - \frac{\epsilon}{2} \right) \left( 1 - \frac{\epsilon^2}{4} \right) |\log a_n| \right) \exp \left( -\left( 1 - \frac{\epsilon}{2} \right) \left( 1 - \frac{\epsilon^2}{4} \right) \frac{n}{l} \right) \left( 1 - \frac{\epsilon}{2} \right) \left( 1 - \frac{\epsilon^2}{4} \right) \eta \sqrt{n} |\log a_n| \right) \tag{3.3.23}
\]

Since \( |\log a_n|/\sqrt{n} \to 0 \) by hypothesis and \( l \asymp n \), \( \sqrt{n}|\log a_n|/l \) also converges to 0. This gives that

\[
\exp \left( -\left( 1 - \frac{\epsilon}{2} \right) \left( 1 - \frac{\epsilon^2}{4} \right) \frac{n}{l} |\log a_n| \right) \geq \exp \left( -\left( 1 - \frac{\epsilon}{2} \right) \left( 1 - \frac{\epsilon^2}{4} \right) \frac{\eta \sqrt{n}}{l} |\log a_n| \right),
\]

which is bounded below by \( 3/4 \) as \( n \to \infty \). Thus we have for all \( l : |n - l| \leq \eta \sqrt{n} \), when \( n \) is large enough,

\[
\Pr \left\{ \sum_{j=1}^l \frac{g_i^{(n)}(X_j) - \mathbb{E}g_i^{(n)}(X)}{\sqrt{\text{Var}(g_i^{(n)}(X))}} \geq \left( 1 - \frac{\epsilon}{2} \right)^2 \frac{\sqrt{2n|\log a_n|}}{l} \right\} \geq \frac{3}{4} C_{\epsilon/2} \exp \left( -\left( 1 - \frac{\epsilon}{2} \right) \left( 1 - \frac{\epsilon^2}{4} \right) |\log a_n| \right). \tag{3.3.24}
\]

On the other hand, by the central limit theorem and the fact that \( \pi_n = \sum_{i=1}^n Y_i \), where
$Y_i$ are i.i.d. Poisson$(1)$,

$$\sum_{l:|n-l|\leq \eta \sqrt{n}} \Pr(\pi_n = l) = \Pr\left(-\eta \leq \frac{\pi_n - n}{\sqrt{n}} \leq \eta\right) \to \Pr(|Z| \leq \eta), \quad (3.3.25)$$

where $Z \sim N(0, 1)$. Collecting (3.3.17), (3.3.24) and (3.3.25), we get, for $n$ large enough,

$$\sum_{l:|n-l|\leq \eta \sqrt{n}} \Pr\left(B^{(n)}_i \mid \pi_n = l\right) \Pr(\pi_n = l) \geq \frac{3}{4} C_{e/2} \exp\left(-(1 - e^2/4)\left(1 - \frac{e^2}{4}\log a_n\right)\right) c(\eta), \quad (3.3.26)$$

where $c(\eta) := \Pr(|Z| \leq \eta)/2$. By (3.3.13),

$$\Pr\left(B^{(n)}_i \mid \pi_n = l\right) \leq 1 - C_{e, \eta} \left(\frac{1}{a_n}\right)^{-K_e} \leq 1 - C_{e, \eta} \left(\frac{3k_n}{2r}\right)^{-K_e} \leq 1 - k_n^{-\rho}, \quad (3.3.28)$$

for any $\rho$ strictly between $K_e$ and 1. It follows that

$$2 \Pr\left(B^{(n)}_1 \mid \pi_n = l\right) \cdots \Pr\left(B^{(n)}_{k_n}\right) \leq 2(1 - k_n^{-\rho})^{k_n}. \quad (3.3.29)$$

Now we prove that this is the general term of a convergent series. The hypotheses $|\log a_n|/\log n \to \infty$, $a_n k_n \to r$ imply that $(1 - \rho) \log k_n / \log \log n \to \infty$. Hence

$$k_n^{1-\rho} / \log n \to \infty. \quad (3.3.30)$$

Then since $k_n^{\rho} \to \infty$,

$$\frac{k_n \log(1 - k_n^{-\rho})}{\log n} \asymp \frac{k_n^{1-\rho} \log(1 - k_n^{-\rho})^{k_n}}{\log n} \asymp \frac{k_n^{1-\rho}}{\log n} \to -\infty. \quad (3.3.30)$$
Therefore,

\[ 2 \log n + k_n \log (1 - k_n^{-1}) \rightarrow -\infty. \]  
(3.3.31)

It follows that \( n^2 (1 - k_n^{-1}) k_n \rightarrow 0 \). By the comparison test with \( \sum_{n=1}^{\infty} 1/n^2 \),

\[ \sum_{n=1}^{\infty} (1 - k_n^{-1}) k_n \rightarrow 0. \]  
(3.3.32)

Then by (3.3.12) and Borel-Cantelli, we have proved the proposition. \( \square \)

### 3.3.2 Theorem

Suppose the density \( f \) is bounded and continuous, and it is bounded away from 0 on \([0, 1]\). \( m_n \cong n^{\delta} \) for some \( \delta \in (0, 2/3) \). For any \( 0 < a \leq b < 1 \), we have, there exists a constant \( C_{f,a,b} > 0 \),

\[ \liminf_{n \rightarrow \infty} \frac{\sqrt{n}}{m_n^{1/4} \sqrt{\log m_n}} \sup_{x \in [a,b]} |\hat{f}_{m,n}(x) - \mathbb{E}\hat{f}_{m,n}(x)| \geq C_{f,a,b} \text{ a.s.} \]  
(3.3.33)

**Proof.** By the definition of \( \hat{f}_{m,n}(x) \) in (0.2.3), this is equivalent to proving that

\[ \liminf_{n \rightarrow \infty} \sqrt{\frac{m_n^{3/2}}{n \log m_n}} \sup_{x \in [a,b]} \left| \sum_{i=1}^{n} \sum_{k=0}^{m_n-1} \left[ I \left( \frac{k}{m_n} < X_i \leq \frac{k+1}{m_n} \right) - F\left( \frac{k+1}{m_n} \right) - F\left( \frac{k}{m_n} \right) \right] b_{k,m_n-1}(x) \right| \]

\[ \geq C_{f,a,b} \text{ a.s.} \]  
(3.3.34)

Fix \( 0 < \alpha < 1/2 \), we first consider

\[ \sum_{i=1}^{n} \sum_{k \mid \frac{k}{m_n} \leq x \leq \frac{k+1}{m_n}} \left[ I \left( \frac{k}{m_n} < X_i \leq \frac{k+1}{m_n} \right) - F\left( \frac{k+1}{m_n} \right) - F\left( \frac{k}{m_n} \right) \right] b_{k,m_n-1}(x). \]  
(3.3.35)
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For $z_{in}$ to be specified below, set

$$g_i^{(n)}(x) = g_i^{(n,e)}(x) := \sum_{k} I \left( \frac{k}{m_n} < x \leq \frac{k + 1}{m_n} \right) b_{k,m_n-1}(z_{in}).$$

(3.3.36)

By this definition, $g_i^{(n)}(x)$ is nonzero, then

$$|x - z_{in}| \leq \left| x - \frac{k}{m_n} \right| + \left| \frac{k}{m_n} - z_{in} \right| \leq 2m_n^{-1} + 2m_n^{-\alpha}.$$  

(3.3.37)

We now take $\alpha = 1/3$. Let $X$ have the same distribution as $\{X_i\}_{i=1}^n$. Take an interval $I$ such that $\Pr(X \in I) \leq 1/2$. Since we assume that $f$ is bounded and continuous, the interval exists. We may take $I = [c,d] \subset [a,b]$. Take $z_{in} = c + 5m_n^{-1/3}, i = 1, 2, \ldots, k_n$, where $k_n := \left\lfloor \frac{(d-c)m_n^{1/3}}{5} \right\rfloor - 1$. Next we will check conditions (3.3.1)-(3.3.7) and apply Proposition 3.3.1 to $g_i^{(n)}(x)$. Set $a_n := m_n^{-1/3}$. (3.3.1) holds due to the assumption $0 < \delta < 2/3$. The construction implies that

$$\Pr\{g_i^{(n)}(x) \neq 0, g_k^{(n)}(x) \neq 0\} = 0, i \neq k,$$  

(3.3.38)

and

$$\sum_{i=1}^{k_n} \Pr\{g_i^{(n)}(X) \neq 0\} \leq \frac{1}{2}.$$  

(3.3.39)

Set $N_i := \{k : \frac{k}{m_n} - z_{in} \leq (m_n - 1)^{-1/3}\}$. Since $f$ is bounded,

$$\left| E\left(g_i^{(n)}(X)\right) \right| = \sum_{k \in N_i} \left| F\left(\frac{k+1}{m_n}\right) - F\left(\frac{k}{m_n}\right)\right| b_{k,m_n-1}(z_{in}) \leq \sup_k \left( F\left(\frac{k+1}{m_n}\right) - F\left(\frac{k}{m_n}\right)\right) \sum_k b_{k,m_n-1}(z_{in}) \leq \frac{\|f\|_{\infty}}{m_n}.$$  

(3.3.40)
Thus we have $|\mathbb{E} g_i^{(n)}(X)| \leq \|f\|_{\infty} a_n^3$. For $m_n$ sufficiently large,

\[
\mathbb{E} \left( g_i^{(n)}(X) \right)^2 = \mathbb{E} \left( \sum_{k \in \mathbb{N}_i} I \left( \frac{k}{m_n} < X \leq \frac{k + 1}{m_n} \right) b_{k,m_n-1}(z_{\text{in}}) \right)^2
\]

\[
= \mathbb{E} \left( \sum_{k \in \mathbb{N}_i} I \left( \frac{k}{m_n} < X \leq \frac{k + 1}{m_n} \right) b^2_{k,m_n-1}(z_{\text{in}}) \right)^2
\]

\[
= \sum_{k \in \mathbb{N}_i} \left( F \left( \frac{k + 1}{m_n} \right) - F \left( \frac{k}{m_n} \right) \right) b^2_{k,m_n-1}(z_{\text{in}})
\]

\[
\leq \frac{\|f\|_{\infty}}{m_n} \sum_{k \in \mathbb{N}_i} b^2_{k,m_n-1}(z_{\text{in}})
\]

\[
\leq \frac{C_{f,a,b}}{m_n^{3/2}},
\]

where we used Lemma 3.2.3 in the last inequality. And using the hypothesis that $f$ is bounded away from 0 on $[0, 1]$, we obtain

\[
\mathbb{E} \left( g_i^{(n)}(X) \right)^2 \geq \inf_{k \in \mathbb{N}_i} \left( F \left( \frac{k + 1}{m_n} \right) - F \left( \frac{k}{m_n} \right) \right) \sum_{k \in \mathbb{N}_i} b^2_{k,m_n-1}(z_{\text{in}})
\]

\[
\geq \frac{1}{m_n} \inf_{x \in [0,1]} f(x) \sum_{k \in \mathbb{N}_i} b^2_{k,m_n-1}(z_{\text{in}})
\]

\[
\geq \frac{C_{f,a,b}}{m_n^{3/2}}.
\]

This is due to Lemma 3.2.3 and inequality (8), pg 15, Lorentz (1986). So we conclude that

\[
\text{Var} \left( g_i^{(n)}(X) \right) \geq \mathbb{E} \left( g_i^{(n)}(X) \right)^2 - \left( \mathbb{E} g_i^{(n)}(X) \right)^2
\]

\[
\geq \frac{C_{f,a,b}}{m_n^{3/2}} - \frac{\|f\|_{\infty}^2}{m_n^2}
\]

\[
\geq \frac{C_{f,a,b}}{m_n^{3/2}}.
\]
When $n$ is large enough, we have

$$a_n^3 \mu_1 \leq \mathbb{E} g_i^{(n)}(n) \leq a_n^3 \mu_2, \quad (3.3.44)$$

and

$$\sigma_1 a_n^{9/4} \leq \sqrt{\text{Var} g_i^{(n)}} \leq \sigma_2 a_n^{9/4}. \quad (3.3.45)$$

Therefore we have checked that $a_n$ and the sequence of functions $g_i^{(n)}$ satisfy all the assumptions of Proposition 3.3.1. Set $N_x := \{k : \frac{k}{m_n-1} - x > (m_n-1)^{-1/3}\}$. An application of the proposition gives that, with probability 1,

$$\sup_{x \in [a,b]} \frac{m_n^{3/4} \sum_{i=1}^{n} \sum_{k \in N_x} \left[ I \left( \frac{k}{m_n} < X_i \leq \frac{k+1}{m_n} \right) - \left( F \left( \frac{k+1}{m_n} \right) - F \left( \frac{k}{m_n} \right) \right) \right] b_{k,m_n-1}(x)}{\sqrt{n \log m_n} \sum_{k \in N_x} I \left( \frac{k}{m_n} - x \right)} \geq C_{f,a,b}.$$  

(3.3.46)

On the other hand, by (8), Pg 15, Lorentz (1986), there exists a constant $C$ that only depends on $l$, such that for any $l > 0$,

$$\frac{m_n^{3/4} \sum_{i=1}^{n} \sum_{k \in N_x} \left[ I \left( \frac{k}{m_n} < X_i \leq \frac{k+1}{m_n} \right) - \left( F \left( \frac{k+1}{m_n} \right) - F \left( \frac{k}{m_n} \right) \right) \right] b_{k,m_n-1}(x)}{\sqrt{n \log m_n} \sum_{k \in N_x} b_{k,m_n-1}(x)} \leq 2 \frac{m_n^{3/4} \sum_{i=1}^{n} \sum_{k \in N_x} b_{k,m_n-1}(x)}{\sqrt{n \log m_n} \sum_{i=1}^{n} \sum_{k \in N_x} b_{k,m_n-1}(x)} \leq 2C \frac{m_n^{3/4} \log m_n}{\sqrt{n \log m_n} \sum_{i=1}^{n} \sum_{k \in N_x} b_{k,m_n-1}(x)}.$$  

(3.3.47)

This converges to 0 if we take $l > 3/4 + 1/(2\delta)$. (3.3.46) and (3.3.47) give (3.3.34). \qed
Appendix A

Variance Computations

We present here some inequalities and variance computations used throughout the paper. If the kernel $K(x, y)$ satisfies (0.1.7), we have the following estimates for all $x$ and $y$, and all measurable sets $F$ in $\mathbb{R}$.

\[
\int_F \bar{K}_n^2(t, x) dt = \int_F \left[ K_n(t, x) - \mathbb{E}K_n(t, X) \right]^2 dt \leq 2 \left( \int_F K_n^2(t, x) dt + \int_F (\mathbb{E}K_n(t, X))^2 dt \right). \tag{A.0.1}
\]

\[
\int_F K_n^2(t, x) dt = \int_F K^2(2^j n t, 2^j n x) dt \leq \int_\mathbb{R} \Phi^2(2^j n t - 2^j n x) dt \leq 2^{-j n} \| \Phi \|_2^2, \tag{A.0.2}
\]

By Hölder’s inequality and Fubini’s theorem,

\[
\int_F (\mathbb{E}K_n(t, X))^2 dt = \left( \int_\mathbb{R} \left( \int_F K(2^j n t, 2^j n x) f(x) dx \right)^2 dt \right) \leq \left( \int_\mathbb{R} \left( \int_F K^2(2^j n t, 2^j n x) f(x) dx \right) \int_\mathbb{R} f(y) dy dt \right) \leq 2^{-j n} \| \Phi \|_2^2. \tag{A.0.3}
\]

Gathering the three inequalities above, we have for all $x$ and $y$, and all measurable sets $F$,

\[
\int_F K_n^2(t, x) dt \leq 4 \cdot 2^{-j n} \| \Phi \|_2^2, \tag{A.0.4}
\]
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\[
\left| \int_F \tilde{K}_n^2(t, x) dt - \mathbb{E} \int_F \tilde{K}_n^2(t, X) dt \right| \leq 8 \cdot 2^{-jn} \| \Phi \|_2^2, \tag{A.0.5}
\]

and
\[
\int_F |\tilde{R}_n(t, x)\tilde{R}_n(t, y)| dt \leq \left( \int_F \tilde{K}_n^2(t, x) dt \right)^{1/2} \left( \int_F \tilde{K}_n^2(t, y) dt \right)^{1/2} \leq 4 \cdot 2^{-jn} \| \Phi \|_2^2. \tag{A.0.6}
\]

**A.0.1 Corollary.** Assume (f), (S1) and (B1), and that \( F \) satisfies condition (1.1.10). Then there exists \( n_0 = n_0(F) \) such that, for all \( n \geq n_0 \),
\[
\text{Var} \int_F \tilde{K}_n^2(t, X) dt \leq 8 \cdot 2^{-2jn} \| \Phi \|_2^4 \int_F f(x) dx. \tag{A.0.7}
\]

And for all \( n \),
\[
\text{Var} \int_F \tilde{K}_n^2(t, X) dt \leq 4 \cdot 2^{-2jn} \| \Phi \|_2^4. \tag{A.0.8}
\]

**Proof.** Since by (A.0.3), \( \int_F (\mathbb{E} K_n(t, X))^2 \, dt < \infty \), we have
\[
\text{Var} \int_F \tilde{K}_n^2(t, X) dt = \text{Var} \left( \int_F (K_n(t, X) - \mathbb{E} K_n(t, X))^2 \, dt \right)
\]
\[
\leq 4 \text{Var} \left( \int_F \left[ K_n^2(t, X) + (\mathbb{E} K_n(t, X))^2 \right] \, dt \right)
\]
\[
= 4 \text{Var} \left( \int_F K_n^2(t, X) \, dt \right)
\]
\[
\leq 4 \mathbb{E} \left( \int_F K_n^2(t, X) \, dt \right)^2
\]
\[
= 4 \mathbb{E} \int_F K_n^2(t, X) \, dt \int_F K_n^2(s, X) \, ds
\]
\[
= 4 \int_F \int_F \mathbb{E} \left[ K_n^2(t, X) K_n^2(s, X) \right] ds dt. \tag{A.0.9}
\]
Next we observe that by (0.1.7),
\[
\int_F \int_F \mathbb{E}[K^2_n(t, X)K^2_n(s, X)]dsdt \leq \int_F \int_F \int_R \Phi^2_n(t-x)\Phi^2_n(s-x)f(x)dxdsdt
\]
\[
= \int_{R^3} \Phi^2(2^j(t-x))\Phi^2(2^j(s-x))f(x)1(s \in F)
\]
\[
1(t \in F)dxdsdt
\]
\[
= 2^{-2jn} \int_{R^3} \Phi^2(w)\Phi^2(z)f(x)1_n(z, w, x)dwdz,
\]
with change of variables \(w = 2^j(t-x), z = 2^j(s-x)\) in the last step, where
\[
1_n(z, w, x) = 1(s \in F)1(t \in F) = 1(2^{-jn}z + x \in F)1(2^{-jn}w + x \in F).
\] (A.0.10)

From condition (1.1.10) and boundedness of \(f\),
\[
\limsup_{n \to \infty} \int_{R} 1_n(z, w, x)f(x)dx \leq \int_{F} f(x)dx
\] (A.0.12)
for all \(z, w\). Moreover, for all \(n\),
\[
\Phi^2(w)\Phi^2(z) \left[ \int_{R} f(x)1_n(z, w, x)dx \right] \leq \Phi^2(w)\Phi^2(z).
\] (A.0.13)
which is integrable. So by Fatou’s Lemma,
\[
\limsup_{n \to \infty} \int_{R^2} \Phi^2(w)\Phi^2(z) \left[ \int_{R} f(x)1_n(z, w, x)dx \right] dwdz \leq \| \Phi \|^4_2 \int_{F} f(x)dx.
\] (A.0.14)

This shows that for \(n\) large enough, the left hand side of (A.0.10) is less than or equal to \(2 \cdot 2^{-2jn}\| \Phi \|^4_2 \int_{F} f(x)dx\), assuming \(\int_{F} f(x)dx > 0\) (see (1.1.10)). So there exists \(n_0 = n_0(F)\)
such that, for all \( n \geq n_0 \),

\[
\text{Var} \int_F \bar{K}_n^2(t, X) dt \leq 8 \cdot 2^{-2/n} \|\Phi\|_2^3 \int_F f(x) dx.
\]

(A.0.8) follows from the facts that for all \( n, z, w \),

\[
\int_{\mathbb{R}} 1_n(z, w, x) f(x) dx \leq \int_{\mathbb{R}} f(x) dx = 1 \quad \text{(A.0.15)}
\]

and

\[
\int_{\mathbb{R}^2} \Phi^2(w)\Phi^2(z) \left[ \int_{\mathbb{R}} f(x) 1_n(z, w, x) dx \right] dw dz \leq \|\Phi\|_2^4. \quad \text{(A.0.16)}
\]

\[\square\]

Set \( C_n(t, s) := 2^{jn} \int_{\mathbb{R}} K_n(t, x)K_n(s, x) f(x) dx \).

**A.0.2 Lemma.** Under the hypotheses of Corollary A.0.1,

\[
\limsup_{n \to \infty} 2^{jn} \int_{\mathbb{R}^2} C_n^2(s, t) ds dt \leq \int_F f^2(x) dx \int_{\mathbb{R}} \left( \int_{\mathbb{R}} \Phi(w + u)\Phi(w) dw \right)^2 du \quad \text{(A.0.17)}
\]

\[
\leq \int_F f^2(x) dx \|\Phi\|_2^4 \|\Phi\|_2^2.
\]

**Proof.** Again by (0.1.7),

\[
2^{jn} \int_{\mathbb{R}^2} C_n^2(s, t) ds dt = 2^{3jn} \int_{\mathbb{R}} \left( \int_{\mathbb{R}} K_n(t, x)K_n(s, x) f(x) dx \right)^2 ds dt
\]

\[
= 2^{3jn} \int_{\mathbb{R}} \left\{ \int_{\mathbb{R}^2} K(2^{jn}t, 2^{jn}x)K(2^{jn}s, 2^{jn}x) K(2^{jn}t, 2^{jn}y)K(2^{jn}s, 2^{jn}y) f(x)f(y) dy dx \right\} ds dt
\]

\[
= 2^{2jn} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} K(2^{jn}t, 2^{jn}x)K(2^{jn}s, 2^{jn}x) f(x)f(y) dx dy ds dt.
\]
\[ K(2^{-j_n}t, 2^{-j_n}x - u)K(2^{-j_n}s, 2^{-j_n}x - u)f(x)f(x - 2^{-j_n}u)dxdudsdt \]
\[ \leq 2^{2j_n} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \Phi(2^{j_n}(t - x))\Phi(2^{j_n}(s - x))\Phi(2^{j_n}(t - x) + u) \]
\[ \Phi(2^{j_n}(s - x) + u)f(x)f(x - 2^{-j_n}u)dxdudsdt. \quad (A.0.18) \]

By change of variables \( w = 2^{j_n}(t - x), z = 2^{j_n}(s - x) \), the last term is bounded by
\[
\int_{\mathbb{R}^2} \left\{ \int_{\mathbb{R}} \int_{\mathbb{R}} \Phi(z)\Phi(w)1_n(z, w, x)\Phi(z + u)\Phi(w + u)f(x - 2^{-j_n}u)du \right\} f(x)dx \]
\[ dzdw \quad (A.0.19) \]

where \( 1_n(z, w, x) \) is defined in (A.0.11). Now set
\[
G_n(z, w) := \int_{\mathbb{R}} \left[ \int_{\mathbb{R}} \Phi(z)\Phi(w)1_n(z, w, x)\Phi(z + u)\Phi(w + u)f(x - 2^{-j_n}u)du \right] f(x)dx, \quad (A.0.20) \]
\[
\Phi(z, w) := \Phi(z)\Phi(w) \int_{\mathbb{R}} \Phi(z + u)\Phi(w + u)du, \quad (A.0.21) \]

and
\[
G(z, w) := \Phi(z, w) \int_{\mathbb{R}} f^2(x)dx. \quad (A.0.22) \]

Then by the proof of (2.10) and (2.11), Giné and Mason (2004), we have
\[
G_n(z, w) \to G(z, w) \text{ as } n \to \infty \quad (A.0.23) \]

and
\[
G_n(z, w) \leq |\Phi(z)\Phi(w)||f||_{L^2}^2||\Phi||_{L^2}^2. \quad (A.0.24) \]
So, by (A.0.18) and the Lebesgue dominated convergence theorem,

\[
\limsup_{n \to \infty} 2^{j_n} \int_{F^2} C_n^2(s, t) ds dt \leq \limsup_{n \to \infty} \int_{\mathbb{R}^2} G_n(z, w) dz dw \\
= \int_{\mathbb{R}^2} G(z, w) dz dw \quad (A.0.25) \\
= \int_{F} f^2(x) dx \int_{\mathbb{R}^2} \Phi(z) \Phi(w) \int_{\mathbb{R}} \Phi(z + u) \Phi(w + u) du dz dw \\
= \int_{F} f^2(x) dx \int_{\mathbb{R}} \left( \int_{\mathbb{R}} \Phi(w + u) \Phi(w) du \right)^2 du.
\]

Since by Hölder and Fubini’s theorem,

\[
\int_{\mathbb{R}} \left( \int_{\mathbb{R}} \Phi(w + u) \Phi(w) du \right)^2 du \\
= \int_{\mathbb{R}} \int_{\mathbb{R}} \Phi(w + u) \Phi(w) du \int_{\mathbb{R}} \Phi(s + u) \Phi(s) ds du \\
\leq \int_{\mathbb{R}} \int_{\mathbb{R}} \left( \int_{\mathbb{R}} \Phi^2(w + u) du \right)^{1/2} \left( \int_{\mathbb{R}} \Phi^2(s + u) du \right)^{1/2} \Phi(w) \Phi(s) dw ds \\
= ||\Phi||_1^2 ||\Phi||_2^2.
\]

(A.0.17) follows from this and (A.0.25). \qed

**A.0.3 Lemma.** Under the hypotheses of Corollary A.0.1, for \( R_n(s, t) \) defined in (1.2.18),

\[
\lim_{n \to \infty} 2^{j_n} \int_{F^2} (C_n(s, t) - R_n(s, t))^2 ds dt = 0. \quad (A.0.27)
\]

**Proof.** We observe that,

\[
(C_n(s, t) - R_n(s, t))^2 = 2^{2j_n} \left[ EK_n(t, X) K_n(s, X) - E(K_n(t, X) - EK_n(t, X)) \right]^2 \\
= 2^{2j_n} (EK_n(t, X))^2 (EK_n(s, X))^2 \\
= 2^{-2j_n} \mu_n^2(s) \mu_n^2(t).
\]
\[
\mu_n(s) := 2^{jn} E K_n(s, X) = 2^{jn} \int K_n(s, x) f(x) dx.
\]  
(A.0.29)

Now,
\[
\mu_n^2(s) \leq 2^{2jn} \left( \int \Phi_n(s - x) f(x) dx \right)^2 \leq 2^{2jn} \int \Phi(2^{jn}(s - x)) f^2(x) dx \int \Phi(2^{jn}(s - x)) dx \leq 2^{jn} \|\Phi\|_1 \int \Phi(2^{jn}(s - x)) f^2(x) dx,
\]
(A.0.30)

so that
\[
\int \mu_n^2(s) ds \leq 2^{jn} \|\Phi\|_1 \int \Phi(2^{jn}(s - x)) ds \int f^2(x) dx \leq \|\Phi\|_1^2 \|f\|_2^2.
\]  
(A.0.31)

Therefore,
\[
\int_{\mathbb{R}^2} (C_n(s, t) - R_n(s, t))^2 ds dt = 2^{-2jn} \int_{\mathbb{R}} \mu_n^2(s) ds \int_{\mathbb{R}} \mu_n^2(t) dt \leq 2^{-2jn} \|\Phi\|_1^4 \|f\|_2^4.
\]  
(A.0.32)

Thus
\[
2^{jn} \int_{\mathbb{R}^2} (C_n(s, t) - R_n(s, t))^2 ds dt \leq 2^{-jn} \|\Phi\|_1^4 \|f\|_2^4 \to 0.
\]  
(A.0.33)

\[\square\]

**A.0.4 Lemma.** Assume (f) and (B1) hold, and the scaling function \( \phi \) satisfies (S1) such that the kernel K associated with \( \phi \) is dominated by \( \Phi \) whose support is contained in
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By change of variables $t = 2^{-j_n} w + x$, $s = 2^{-j_n} z + x$, this integral is equal to

\[
\begin{align*}
&\int_{\mathbb{R}^2} \int_{\mathbb{R}^2} K(2^{j_n} x + z, 2^{j_n} x)K(2^{j_n} x + w, 2^{j_n} x)K(2^{j_n} x + z, 2^{j_n} x - u)K(2^{j_n} x + w, 2^{j_n} x - u) \\
&\times f(x) f(x - 2^{-j_n} u) 1 \left( 2^{-j_n} z + x \in [-M, M] \right) 1 \left( 2^{-j_n} w + x \in [-M, M] \right) dxdudzw \\
&= \sum_{i=0}^{\infty} \int_{-A}^{A} \int_{-A}^{A} \int_{-2^{-j_n} i}^{2^{-j_n} (i+1)} K(2^{j_n} x + z, 2^{j_n} x)K(2^{j_n} x + w, 2^{j_n} x)K(2^{j_n} x + z, 2^{j_n} x - u) \\
&\times K(2^{j_n} x + w, 2^{j_n} x - u) f(x) f(x - 2^{-j_n} u) 1 \left( 2^{-j_n} z + x \in [-M, M] \right) 1 \left( 2^{-j_n} w + x \in [-M, M] \right) dxdudzw \\
&= \sum_{i=0}^{\infty} \int_{-A}^{A} \int_{-A}^{A} \int_{0}^{2^{-j_n}} K(2^{j_n} x + z + i, 2^{j_n} x + i)K(2^{j_n} x + w + i, 2^{j_n} x + i) \\
&\times K(2^{j_n} x + z + i, 2^{j_n} x - u + i)K(2^{j_n} x + w + i, 2^{j_n} x - u + i) f(x + 2^{-j_n} i) dxdudzw \\
&= \sum_{i=0}^{\infty} \int_{-A}^{A} \int_{-A}^{A} \int_{0}^{2^{-j_n}} K(2^{j_n} x + z, 2^{j_n} x)K(2^{j_n} x + w, 2^{j_n} x)K(2^{j_n} x + z, 2^{j_n} x - u) \\
&\times K(2^{j_n} x + w, 2^{j_n} x - u) f(x) f(x - 2^{-j_n} u) 1 \left( 2^{-j_n} z + x \in [-M, M] \right) 1 \left( 2^{-j_n} w + x \in [-M, M] \right) dxdudzw \\
&= \sum_{i=0}^{\infty} \int_{-A}^{A} \int_{-A}^{A} \int_{0}^{2^{-j_n}} K(2^{j_n} x + z + i, 2^{j_n} x + i)K(2^{j_n} x + w + i, 2^{j_n} x + i) \\
&\times K(2^{j_n} x + z + i, 2^{j_n} x - u + i)K(2^{j_n} x + w + i, 2^{j_n} x - u + i) f(x + 2^{-j_n} i) dxdudzw \\
&= \sum_{i=0}^{\infty} \int_{-A}^{A} \int_{-A}^{A} \int_{0}^{2^{-j_n}} K(2^{j_n} x + z, 2^{j_n} x)K(2^{j_n} x + w, 2^{j_n} x)K(2^{j_n} x + z, 2^{j_n} x - u) \\
&\times K(2^{j_n} x + w, 2^{j_n} x - u) f(x) f(x - 2^{-j_n} u) 1 \left( 2^{-j_n} z + x \in [-M, M] \right) 1 \left( 2^{-j_n} w + x \in [-M, M] \right) dxdudzw \end{align*}
\]
\[ \times f(x + 2^{-jn}i - 2^{-jn}u)1 \left( 2^{-jn}z + x + 2^{-jn}i \in [-M, M] \right) \]

\[ \times 1 \left( 2^{-jn}w + x + 2^{-jn}i \in [-M, M] \right) dxudzdw. \quad (A.0.36) \]

By periodicity of the kernel \( K \) and then change of variables, it is in turn equal to

\[
\int_{-A}^{A} \int_{-A}^{A} \int_{-2A}^{2A} \sum_{j=-\infty}^{\infty} \int_{0}^{2^{-jn}} K(2^{jn}x + z, 2^{jn}x)K(2^{jn}x + w, 2^{jn}x)K(2^{jn}x + z, 2^{jn}x - u) \\
\times K(2^{jn}x + w, 2^{jn}x - u)f(x + 2^{-jn}i)f(x + 2^{-jn}i - 2^{-jn}u)1(2^{-jn}z + x + 2^{-jn}i \in [-M, M]) \\
\times 1(2^{-jn}w + x + 2^{-jn}i \in [-M, M]) dxudzdw \\
= \int_{-A}^{A} \int_{-A}^{A} \int_{-2A}^{2A} \sum_{j=-\infty}^{\infty} \int_{0}^{1} 2^{-jn}K(x + z, x)K(x + w, x)K(x + z, x - u)K(x + w, x - u) \\
\times f(2^{-jn}(x + i))f(2^{-jn}(x + i - u))1(2^{-jn}(z + x + i) \in [-M, M]) \\
\times 1(2^{-jn}(w + x + i) \in [-M, M]) dxudzdw. \quad (A.0.37) \]

To continue, it is convenient to write

\[
\sum_{j=-\infty}^{\infty} 2^{-jn} f(2^{-jn}(x + i))f(2^{-jn}(x + i - u))1(2^{-jn}(z + x + i) \in [-M, M]) \\
\times 1(2^{-jn}(w + x + i) \in [-M, M]) \\
= \left\{ \sum_{i=2A}^{\infty} + \sum_{i=-2A}^{-\infty} + \sum_{i=-2A}^{2A-1} \right\} 2^{-jn} f(2^{-jn}(x + i))f(2^{-jn}(x + i - u)) \\
\times 1(2^{-jn}(z + x + i) \in [-M, M])1(2^{-jn}(w + x + i) \in [-M, M]) \\
=: I_1(j_n) + I_2(j_n) + I_3(j_n) = I(j_n). \]

The next lemma proves the convergence of \( I(j_n) \).
A.0.5 Lemma. Under the condition (f), for any $M > 0$,

$$I(j_n) \rightarrow \int_{-M}^{M} f^2(y) dy$$  \hspace{1cm} (A.0.39)$$

uniformly for $x \in [0, 1], u \in [-2A, 2A], z \in [-A, A], w \in [-A, A]$ as $n \rightarrow \infty$.

Proof. To simplify the notation, let $u' = x - u, z' = x + z, w' = x + w$. Then $u' \in [-2A, 2A + 1], z' \in [-A, A + 1], w' \in [-A, A + 1]$. Consider $I_1(j_n)$. The general summand of $I_1(j_n)$ is zero if $2^{-j_n}(-A + i) > M$. With the notation introduced above,

$$I_1(j_n) = \sum_{i=2A}^{[2^{j_n}M] + A} 2^{-j_n} f(2^{-j_n}(x + i)) f(2^{-j_n}(u' + i)) 1(2^{-j_n}(z' + i) \in [-M, M]) 1(2^{-j_n}(w' + i) \in [-M, M])$$

$$= \left( \sum_{i=2A}^{[2^{j_n}M] - 2A - 1} 2^{-j_n} f(2^{-j_n}(x + i)) f(2^{-j_n}(u' + i)) \right)$$

$$\left( \sum_{i=[2^{j_n}M] - 2A}^{[2^{j_n}M] + A} 2^{-j_n} f(2^{-j_n}(x + i)) f(2^{-j_n}(u' + i)) \right)$$

$$1(2^{-j_n}(z' + i) \in [0, M]) 1(2^{-j_n}(w' + i) \in [0, M])$$

$$=: I_4(j_n) + I_5(j_n),$$

where $[2^{j_n}M]$ is the largest integer less than or equal to $2^{j_n}M$.

$I_5(j_n)$ is a finite sum with each summand bounded by a constant times $2^{-j_n}$. So $I_5(j_n) \rightarrow 0$ uniformly for $x \in [0, 1], u \in [-2A, 2A], z \in [-A, A], w \in [-A, A]$.

We can simplify $I_4(j_n)$ since the indicator function in the general summand of $I_4(j_n)$ must be 1. Set $\Delta y := 2^{-j_n}(4A + 1)$. Letting $i$ jump $4A + 1$ places in each sum, we group $I_4(j_n)$ into $4A + 1$ sums.
\begin{align}
I_4(j_n) &= \sum_{i=2A}^{[2^j/M]-2A-1} 2^{-jn} f(2^{-jn}(x+i)) f(2^{-jn}(u'+i)) \\
&= \frac{1}{4A+1} \sum_{i=2A}^{6A} \sum_{j=0}^{N_i} \triangle y f(2^{-jn}(x+i) + j\triangle y) f(2^{-jn}(u'+i) + j\triangle y),
\end{align}

(A.0.41)

where \(N_i\) is the largest \(j\) such that for fixed \(i\), \(i+j(4A+1) \leq [2^j/M]-2A-1\). \(N_i = [M/\triangle y-1]\) or \([M/\triangle y - 2]\) depending on \(i\). For each \(2A \leq i \leq 6A\), consider the partition of \([0,M]\):

\[P_{i,n} = \{0, 2^{-jn}(i - 2A), 2^{-jn}(i - 2A) + \triangle y, \ldots, 2^{-jn}(i - 2A) + (N_i + 1)\triangle y, M\}.
\]

There are \(N_i + 3\) subintervals. Except for the first and the last subintervals, whose lengths we denote respectively by \(\triangle y_{i,1}\) and \(\triangle y_{N_i+3}\), all the subintervals in this partition have length \(\triangle y = 2^{-jn}(4A + 1)\). We also have \(0 \leq \triangle y_{i,1} \leq \triangle y\) and \(0 \leq \triangle y_{i,N_i+3} \leq \triangle y\). Setting

\[S_{i,n} =: f^2(0)\triangle y_{i,1} + \sum_{j=0}^{N_i} \triangle y f(2^{-jn}(x+i) + j\triangle y) f(2^{-jn}(u'+i) + j\triangle y) + f^2(M)\triangle y_{i,N_i+3},
\]

we see that

\[S_{i,n} \leq f^2(0)\triangle y_{i,1} + \sum_{j=0}^{N_i} M_{i,j}^2\triangle y + f^2(M)\triangle y_{i,N_i+3},
\]

(A.0.43)

and

\[S_{i,n} \geq f^2(0)\triangle y_{i,1} + \sum_{j=0}^{N_i} m_{i,j}^2\triangle y + f^2(M)\triangle y_{i,N_i+3},
\]

(A.0.44)

where \(M_{i,j}\) and \(m_{i,j}\) denote respectively the supremum and the infimum of \(f\) on the partition \([2^{-jn}(i - 2A) + j\triangle y, 2^{-jn}(i - 2A) + (j+1)\triangle y]\).
As \( n \to \infty \), the mesh of \( P_{i,n} \) tends to zero. Hence, since \( f^2(0) \Delta y_{i,1} + f^2(M) \Delta y_{i,N_i+3} \to 0 \) and \( f^2 \) is improper Riemann integrable on \([0, M]\), it follows that \( S_{i,n} \to \int_0^M f^2(y)dy \) and 

\[
I_4(j_n) \to \int_0^M f^2(y)dy.
\] (A.0.45)

Note that this convergence is uniform for \( x \in [0,1] \) and \( u' \in [-2A, 2A+1] \). Therefore, it is uniform for \( x \in [0,1], u \in [-2A, 2A], z \in [-A, A], w \in [-A, A] \). We have thus proved that \( \lim_{n \to \infty} I_1(j_n) = \lim_{n \to \infty} (I_4(j_n) + I_5(j_n)) = \int_0^M f^2(y)dy \) uniformly for \( x, u, z, w \) in the corresponding intervals. By analogy, \( I_3(j_n) \to \int_0^{-M} f^2(y)dy \) uniformly for \( x, u, z, w \) in the same intervals. Since \( f \) is bounded,

\[
I_2(j_n) \leq 4A \cdot 2^{-j_n} \sup_{y \in \mathbb{R}} f^2(y) \to 0 \text{ as } n \to \infty.
\] (A.0.46)

(A.0.39) is proved when collecting the results for \( I_1(j_n), I_2(j_n) \) and \( I_3(j_n) \). \( \square \)

**A.0.6 Lemma.** Assume the scaling function \( \phi \) satisfies (S1) such that the kernel \( K \) associated with \( \phi \) is dominated by \( \Phi \) whose support is contained in \([-A, A]\), where \( A > 0 \) is an integer. Then

\[
\int_{-A}^{A} \int_{-A}^{A} \int_{-2A}^{2A} \int_{0}^{1} K(x+z, x)K(x+w, x)K(x+z, x-u)K(x+w, x-u)dxdudzdw = 1. \] (A.0.47)

**Proof.** Since \( K(x+z, x)K(x+w, x)K(x+z, x-u)K(x+w, x-u) \) is absolutely integrable, by Fubini's theorem,
\[
\int_{-A}^{A} \int_{-A}^{A} \int_{-2A}^{2A} \int_{0}^{1} K(x + z, x)K(x + w, x)K(x + z, x - u)K(x + w, x - u) dx du dz dw \\
= \int_{0}^{1} \int_{R} \int_{R} K(x + z, x)K(x + z, x - u) dz \int_{R} K(x + w, x)K(x + w, x - u) dw dx. \tag{A.0.48}
\]

We make the following observation:

\[
\int K(x, y)K(x, z) dx = \int \left( \sum_{k} \phi(x - k) \phi(y - k) \right) \left( \sum_{l} \phi(x - l) \phi(z - l) \right) \\
= \int \sum_{k} \phi^2(x - k) \phi(y - k) \phi(z - k) dx \\
+ \int \sum_{k \neq l} \phi(x - k) \phi(y - k) \phi(x - l) \phi(z - l) dx. \tag{A.0.49}
\]

We note that by the proof of Lemma 8.6 in HKPT(1998), there exists \( \Phi \) symmetric, bounded, nonnegative and compactly supported, so that \( \sum_{k \in \mathbb{Z}} |\phi(x - k) \phi(y - k)| \leq \Phi(x - y) \). For some constant \( C \),

\[
\int_{R} \sum_{k \in \mathbb{Z}} |\phi^2(x - k) \phi(y - k) \phi(z - k)| dx \leq C \int_{R} \Phi(x - y) dx < \infty. \tag{A.0.50}
\]

So we can apply Fubini to the first integral in (A.0.49),

\[
\int_{R} \sum_{k \in \mathbb{Z}} \phi^2(x - k) \phi(y - k) \phi(z - k) dx \\
= \sum_{k \in \mathbb{Z}} \phi(y - k) \phi(z - k) \int_{R} \phi^2(x - k) dx \tag{A.0.51}
\]

For the second integral in (A.0.49),

\[
\int_{R} \sum_{k \in \mathbb{Z}} \phi(x - k) \phi(y - k) \phi(z - l) dx \\
= \sum_{k \in \mathbb{Z}} \phi(y - k) \phi(z - k).
\]
\[
\int \sum \sum_{k \neq l} \phi(x-k)\phi(y-k)\phi(x-l)\phi(z-l)dx \leq \int \Phi(x-y)\Phi(x-z)dx \leq \|\Phi\|_2^2. \tag{A.0.52}
\]

We can also apply Fubini’s theorem and orthogonality of \(\phi\),

\[
\int \sum \sum_{k \neq l} \phi(x-k)\phi(y-k)\phi(x-l)\phi(z-l)dx = \sum \sum_{k \neq l} \phi(y-k)\phi(z-l) \int \phi(x-k)\phi(x-l)dx = 0. \tag{A.0.53}
\]

By (A.0.51) and (A.0.53),

\[
\int_R K(x, y)K(x, z)dx = \sum_{k \in \mathbb{Z}} \phi(y-k)\phi(z-k) = K(y, z). \tag{A.0.54}
\]

For fixed \(x\) and \(u\), by a change of variable \(z = y - x\) and application of the above equation,

\[
\int_R K(x+z, x)K(x+z, x-u)dz = \int_R K(y, x)K(y, x-u)dy = \sum_{k \in \mathbb{Z}} \phi(x-k)\phi(x-u-k). \tag{A.0.55}
\]

Similarly,

\[
\int_R K(x+w, x)K(x+w, x-u)dw = \sum_{m \in \mathbb{Z}} \phi(x-m)\phi(x-u-m). \tag{A.0.56}
\]

Now we have that, for fixed \(x \in [0, 1]\), by (A.0.55) and (A.0.56),

\[
\int_R \int_R K(x+z, x)K(x+z, x-u)dz \int_R K(x+w, x)K(x+w, x-u)dwdu
\]

\[
= \int_R \left( \sum_{k \in \mathbb{Z}} \phi(x-k)\phi(x-u-k) \right) \left( \sum_{m \in \mathbb{Z}} \phi(x-m)\phi(x-u-m) \right) du
\]

\[
= \int_R \sum_{k \in \mathbb{Z}} \phi^2(x-k)\phi^2(x-u-k)du
\]
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\[
+ \int_{\mathbb{R}} \sum_{k \neq m} \phi(x - k)\phi(x - u - k)\phi(x - m)\phi(x - u - m) du.
\] (A.0.57)

Again by Fubini’s theorem and orthogonality, the integral is equal to

\[
\sum_{k \in \mathbb{Z}} \phi^2(x - k) \int_{\mathbb{R}} \phi^2(x - u - k)du + \sum_{k \neq m} \phi(x - k)\phi(x - m) \int_{\mathbb{R}} \phi(x - u - k)\phi(x - u - m) du
= \sum_{k \in \mathbb{Z}} \phi^2(x - k).
\] (A.0.58)

Finally we consider

\[
\int_{0}^{1} \sum_{k \in \mathbb{Z}} \phi^2(x - k) dx
= \sum_{k \in \mathbb{Z}} \int_{0}^{1} \phi^2(x - k) dx
= \sum_{k \in \mathbb{Z}} \int_{-k}^{-k+1} \phi^2(x) dx
= \int_{\mathbb{R}} \phi^2(x) dx = 1.
\] (A.0.59)

We now continue with the proof of Lemma A.0.4. Since the convergence is uniform for \(x \in [0, 1], u \in [-2A, 2A], z \in [-A, A], w \in [-A, A],\)

\[
|I(j_n)| \leq 2 \int_{-M}^{M} f^2(t) dt
\] (A.0.60)

if \(n\) is sufficiently large. The quantity in (A.0.37) is bounded in absolute value by

\[
||\Phi||^4 \int_{-A}^{A} \int_{-A}^{A} \int_{-2A}^{2A} \int_{0}^{1} I(j_n) dx du dz dw
\leq 2||\Phi||^4 \int_{-A}^{A} \int_{-A}^{A} \int_{-2A}^{2A} \int_{0}^{1} \int_{-M}^{M} f^2(t) dt dx du dz dw < \infty
\] (A.0.61)

for \(n\) large. So, by Fubini, (A.0.37) is equal to

\[
\int_{-A}^{A} \int_{-A}^{A} \int_{-2A}^{2A} \int_{0}^{1} K(x+z,x)K(x+w,x)K(x+z,x-u)K(x+w,x-u)I(j_n) dx du dz dw, \] (A.0.62)
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which by dominated convergence theorem and Lemmas A.0.5, A.0.6 converges to
\[ \int_{-M}^{M} f^2(y) dy. \]

\[ \square \]

**A.0.7 Lemma.** Under the hypotheses of Lemma A.0.4, and assume that, in addition, \( f \) is Hölder continuous with exponent \( 0 < \alpha \leq 1 \) on \([-L, L]\), monotonically increasing on \((\infty, -L] \) and monotonically decreasing on \([L, \infty)\), where \( L \geq 0 \). Then for all \( n \), there exists a constant \( C \) (depending on \( f, \phi \) and \( \{j_n\} \)), such that
\[
\left| 2^{j_n} \int_{\mathbb{R}^2} C_n^2(s, t) ds dt - \int_{\mathbb{R}} f^2(y) dy \right| \leq C n^{-\delta \alpha} \tag{A.0.63}
\]
where \( \delta \in (0, 1/3) \) is as in (1.1.2).

**Proof.** It is easy to see, for any \( M > 0 \),
\[
2^{j_n} \int_{\mathbb{R}^2} C_n^2(s, t) ds dt = 2^{j_n} \int_{[-M,M]^2} C_n^2(s, t) ds dt + 2^{j_n} \int_{[-M,M]^c} \int_{[-M,M]^c} C_n^2(s, t) ds dt
\]
\[
+ 2^{j_n} \int_{[-M,M]} \int_{[-M,M]^c} C_n^2(s, t) ds dt
\]
\[
+ 2^{j_n} \int_{[-M,M]^c} \int_{[-M,M]} C_n^2(s, t) ds dt. \tag{A.0.64}
\]

(A.0.38) and lemma A.0.6 give that,
\[
\left| 2^{j_n} \int_{[-M,M]^2} C_n^2(s, t) ds dt - \int_{-M}^{M} f^2(y) dy \right|
\]
\[
= \left| \int_{-A}^{A} \int_{-A}^{A} \int_{-2A}^{2A} \int_{0}^{1} K(x + z, x) K(x + w, x) K(x + z, x - u) \right.
\]
\[
\times K(x + w, x - u) \left( I(j_n) - \int_{-M}^{M} f^2(y) dy \right) dx dw dz du \right| \tag{A.0.65}
\]

Thus we estimate the convergence rate of \( |I(j_n) - \int_{-M}^{M} f^2(y) dy| \). Choosing \( M \) to be an integer satisfying \( M \geq L + 2^{-j_n}(4A + 1) \), we may decompose \( I_1(j_n) \), which is defined in
\[(A.0.38)\), into four parts as follows:

\[
I_1(j_n) = \left( \sum_{i=2A}^{2^nL-2A-1} + \sum_{i=2^nL+2A}^{2^nM-2A-1} + \sum_{i=2^nM+2A}^{2^nM+A} + \sum_{i=2^nM-2A}^{2^nM-1} \right) 2^{-jn} f(2^{-jn}(x + i))
\]

\[
\times f(2^{-jn}(u' + i)) 1(2^{-jn}(z' + i) \in [0, M]) 1(2^{-jn}(w' + i) \in [0, M])
\]

\[
=: I'_4(j_n) + I'_5(j_n) + I'_6(j_n) + I'_7(j_n).
\]

\[I'_4(j_n)\] is essentially the same as \(I_4(j_n)\) in \((A.0.41)\). Recall the notations of \(P_{i,n}, S_{i,n}, M_{ij}, m_{ij}\) in the proof of \(I_4(j_n)\). Consider the partition \(P_{i,n}\) on \([0, L]\). Since now \(f\) is assumed to be continuous on \([0, L]\), there exist \(x_{ij}, y_{ij}\), such that \(f(x_{ij}) = M_{ij}\) and \(f(y_{ij}) = m_{ij}\). We can rewrite \((A.0.43)\) and \((A.0.44)\) as

\[
S_{i,n} \leq f^2(0) \Delta y_{i,1} + \sum_{j=0}^{N_i} f^2(x_{ij}) \Delta y + f^2(L) \Delta y_{i,N_i+3}
\]

and

\[
S_{i,n} \geq f^2(0) \Delta y_{i,1} + \sum_{j=0}^{N_i} f^2(y_{ij}) \Delta y + f^2(L) \Delta y_{i,N_i+3}.
\]

If \(|s - t| < \Delta y\), there exists \(C\) depending on \(f\) and \(\{j_n\}\), such that, for all \(n\) large depending on \(\{j_n\}\),

\[
|f^2(s) - f^2(t)| \leq |f(s) + f(t)||f(s) - f(t)| \leq C(\Delta y)^\alpha \leq Cn^{-\delta \alpha}.
\]

So we obtain

\[
\left| S_{i,n} - \int_0^L f^2(y) dy \right| \leq CN^{-\delta \alpha}.
\]

Obviously, \(f^2(0) \Delta y_{i,1}\) and \(f^2(L) \Delta y_{i,N_i+3}\) are both bounded by \(Cn^{-\delta}\). From \((A.0.41)\), for
all \( x \in [0, 1], u' \in [-2A, 2A + 1], z' \in [-A, A + 1], w' \in [-A, A + 1], \)

\[
\left| I'_4(j_n) - \int_0^L f^2(y)dy \right| \leq \frac{1}{4A + 1} \sum_{i=2A}^{6A} \left| S_{i:n} - f^2(0)\Delta y_{i,1} - f^2(L)\Delta y_{i,N_i+3} - \int_0^L f^2(y)dy \right|
\]

\[
\leq C \left( n^{-\delta} + n^{-\delta} \right)
\]

\[
\leq C n^{-\delta x}
\]

(A.0.71)

for all \( n \) large depending on \( \{j_n\} \). \( C \) depends on \( f \) and \( \{j_n\} \).

Next we'll look at \( I'_6(j_n) \) and consider a partition \( P_{i:n} \) on \([L, M]\).

\[
I'_6(j_n) = \sum_{i=[2^n L]+2A}^{2^n M-2A-1} 2^{-i} f(2^{-i}(x + i)) f(2^{-i}(u' + i))
\]

\[
= \frac{1}{4A + 1} \sum_{i=[2^n L]+2A}^{6A} \sum_{j=0}^{N_i} \Delta y f(2^{-i}(x + i) + j\Delta y) f(2^{-i}(u' + i) + j\Delta y).
\]

(A.0.72)

Let \( \xi_{ij} := 2^{-i}(x + i) + j\Delta y, \xi'_{ij} = 2^{-i}(u' + i) + j\Delta y \). Since \( f \) is bounded and monotonically decreasing on \([L, \infty)\), it follows that

\[
\sum_{j=0}^{N_i} \Delta y f(\xi_{ij}) f(\xi'_{ij}) \geq \sum_{j=1}^{N_i} \Delta y f^2(M_{ij}) \geq \int_{L+\Delta y_{i,1}+\Delta y}^{M-\Delta y_{i,N_i+3}} f^2(y)dy
\]

(A.0.73)

and

\[
\sum_{j=0}^{N_i} \Delta y f(\xi_{ij}) f(\xi'_{ij}) \leq \Delta y f(\xi_{i0}) f(\xi'_{i0}) + \sum_{j=0}^{N_i-1} \Delta y f^2(y_{ij}) \leq C\Delta y + \int_{L+\Delta y_{i,1}}^{M-\Delta y_{i,N_i+3}+\Delta y} f^2(y)dy
\]

(A.0.74)

where \( \Delta y_{i,1} \) and \( \Delta y_{i,N_i+3} \) are the lengths of the first and last subintervals. They satisfy that \( 0 \leq \Delta y_{i,1} \leq \Delta y \) and \( 0 \leq \Delta y_{i,N_i+3} \leq \Delta y \). So we have the bound
When $M \geq L + 2^{-n}(4A + 1)$, for all $x \in [0, 1]$, $u' \in [-2A, 2A + 1]$, $z' \in [-A, A + 1]$, $w' \in [-A, A + 1]$ and all $n$,

\[
\left| I_6'(j_n) - \int_0^M f^2(y)dy \right| \leq Cn^{-\alpha}, \tag{A.0.76}
\]

where $C$ depends on $f$ and $\{j_n\}$. We also have $|I_5'(j_n)| \leq Cn^{-\delta}$ and $|I_7'(j_n)| \leq Cn^{-\delta}$.

Collecting these bounds,

\[
\left| I_1(j_n) - \int_0^M f^2(y)dy \right| \leq C(n^{-\delta\alpha} + n^{-\beta}) \leq Cn^{-\delta\alpha}. \tag{A.0.77}
\]

We can obtain the same bound for $|I_3(j_n) - \int_{-M}^0 f^2(y)dy|$. And $I_2(j_n) \leq Cn^{-\delta}$. we have the convergence rate

\[
\left| I(j_n) - \int_{-M}^M f^2(y)dy \right| \leq Cn^{-\delta\alpha}. \tag{A.0.78}
\]

Coming back to (A.0.65), we get

\[
\left| 2^{j_n} \int_{[-M,M]^2} C^2_n(s,t)dsdt - \int_{-M}^M f^2(y)dy \right| \leq Cn^{-\delta\alpha}. \tag{A.0.79}
\]

The derivation of a bound on $2^{j_n} \int_{[-M,M]^2} \int_{-M}^M C^2_n(s,t)dsdt - \int_{-M}^M f^2(y)dy$ is analogous to the above inequality. We’ll analyze $I_1'(j_n)$, which is the counterpart of $I_1(j_n)$.
in (A.0.38), with \([-M, M]\) replaced by \([-M, M]^C\). It can be decomposed into two terms:

\[
I''(j_n) = \left( \sum_{i=2}^{2M+2A} + \sum_{i=2}^{\infty} \right) 2^{-jn} f(2^{-jn}(x + i)) f(2^{-jn}(u' + i))
\]

\[
1(2^{-jn}(z' + i) \in (M, \infty)) 1(2^{-jn}(w' + i) \in (M, \infty))
\]

\[
= I''_4(j_n) + I''_5(j_n).
\]

We now analyze \(I''_5(j_n)\).

\[
I''_5(j_n) = \sum_{i=2}^{\infty} 2^{-jn} f(2^{-jn}(x + i)) f(2^{-jn}(u' + i))
\]

\[
\sum_{i=2}^{2M+2A+1} \sum_{j=0}^{\infty} \Delta y f(\xi_{ij}) f(\xi'_{ij}), \quad (A.0.81)
\]

Due to the monotonicity of \(f\) on \((M, \infty)\), there exist \(x_{ij}, y_{ij}\) and \(0 \leq \Delta y_{ij} \leq \Delta y\), such that

\[
\sum_{j=0}^{\infty} \Delta y f(\xi_{ij}) f(\xi'_{ij}) \geq \sum_{j=1}^{\infty} \Delta y f^2(x_{ij}) \geq \int_{M+\Delta y,1}^{\infty} f^2(y) dy \quad (A.0.82)
\]

and

\[
\sum_{j=0}^{\infty} \Delta y f(\xi_{ij}) f(\xi'_{ij}) \leq \sum_{j=0}^{\infty} \Delta y f(\xi_{ij}) f(\xi'_{ij}) \leq C \Delta y + \int_{M+\Delta y,1}^{\infty} f^2(y) dy. \quad (A.0.83)
\]

Thus,

\[
\left| \sum_{j=0}^{\infty} \Delta y f(\xi_{ij}) f(\xi'_{ij}) - \int_M^{\infty} f^2(y) dy \right| \leq C \Delta y \leq C n^{-\delta}, \quad (A.0.84)
\]

where \(C\) depends on \(f\) and \(|j_n|\). So

\[
\left| I''_5(j_n) - \int_M^{\infty} f^2(y) dy \right| \leq C n^{-\delta}. \quad (A.0.85)
\]
To get a bound for \( |2^j \int_{[-M,M]^c} \int_{[-M,M]^c} C_n^2(s,t)dsdt - \int_{[-M,M]^c} f^2(y)dy| \) from this, we continue as in the proof of (A.0.79).

It is easier to bound the other two terms in (A.0.64). By the proof of (A.0.37),

\[
2^j \int_{[-M,M]} \int_{[-M,M]^c} C_n^2(s,t)dsdt \leq Cn^{-\delta}.
\]  
(A.0.87)

For the same reason,

\[
2^j \int_{[-M,M]^c} \int_{[-M,M]} C_n^2(s,t)dsdt \leq Cn^{-\delta}.
\]  
(A.0.88)

(A.0.63) follows by collecting the bounds on the four terms in (A.0.64) and taking \( C \) sufficiently large so that it is true for all \( n \).

\[ \square \]

**A.0.8 Corollary.** Assume the same conditions in Lemma A.0.7, for all \( n \) sufficiently
large depending on $f$ and $\{j_n\}$,

$$\left| 2^{jn} \int_{R^2} R_n^2(s,t)dsdt - \int_{R} f^2(y)dy \right| \leq C(n^{-\delta/2} + n^{-\delta\alpha}), \quad (A.0.89)$$

where the constant $C$ depends on $f$, $\phi$ and $\{j_n\}$.

**Proof.** Set $g_n(s,t) := 2^{jn/2}R_n(s,t)$ and $h_n(s,t) := 2^{jn/2}C_n(s,t)$. By (A.0.33) in the proof of Lemma A.0.3, for some constant $C$ depending on $f$, $\phi$ and $\{j_n\}$,

$$\|g_n - h_n\|^2 \leq Cn^{-\delta}, \quad (A.0.90)$$

where $\| \cdot \|_2$ denotes the $L^2$ norm on $R^2$ in this corollary. By Minkowski inequality,

$$\|g_n\|_2 - \|h_n\|_2 \leq \|g_n - h_n\|_2 \leq Cn^{-\delta/2}. \quad (A.0.91)$$

Lemma A.0.7 gives $\|h_n\|_2 \to \sqrt{\int_{R} f^2(y)dy}$, $\|g_n\|_2 \to \sqrt{\int_{R} f^2(y)dy}$ as well. So $\|g_n\|_2 + \|h_n\|_2$ is bounded by a constant if $n$ is large depending on $f$. Thus,

$$\|g_n\|^2_2 - \|h_n\|^2_2 \leq (\|g_n\|_2 + \|h_n\|_2)\|g_n\|_2 = \|h_n\|_2 \leq Cn^{-\delta/2}, \quad (A.0.92)$$

$$\left| 2^{jn} \int_{R^2} R_n^2(s,t)dsdt - \int_{R} f^2(y)dy \right|$$

$$\leq \|g_n\|^2_2 - \|h_n\|^2_2 + 2^{jn} \int_{R^2} C_n^2(s,t)dsdt - \int_{R} f^2(y)dy \right| \quad (A.0.93)$$

$$\leq C(n^{-\delta/2} + n^{-\delta\alpha}).$$

\[\square\]

**A.0.9 Lemma.** Assume that (f), (S1) hold and $F$ satisfies condition (1.1.9). For the
operator $\mathcal{R}_{n,F}$ defined by (1.3.37), we have

$$
\sup \{ \| \mathcal{R}_{n,F} \varphi \|_2^2 : \| \varphi \|_2 = 1, \varphi \in L_2(F) \} \leq 2^{-2j_n} C(\Phi, f),
$$

(A.0.94)

where

$$
C(\Phi, f) = 2\| \Phi \|_4^4 \left( \| f \|_\infty^2 + \| f \|_2^4 \right).
$$

(A.0.95)

**Proof.**

$$
\| \mathcal{R}_{n,F} \varphi \|_2^2 = \left\| \int_F \mathcal{R}_n(s,t) \varphi(t) dt \right\|_2^2
$$

$$
= \left\| \int_F 2^{j_n} \int_{\mathbb{R}} \mathcal{K}_n(t,x) \mathcal{K}_n(s,x) f(x) dx \varphi(t) dt \right\|_2^2
$$

$$
= 2^{2j_n} \int_F \left( \int_F \left( \int_{\mathbb{R}} \mathcal{K}_n(t,x) \mathcal{K}_n(s,x) f(x) \varphi(t) dx \right) dt \right)^2 ds
$$

(A.0.96)

$$
= \int_F \left( \int_F \left( \int_{\mathbb{R}} \left( 2^{j_n} \mathcal{K}_n(t,x) - 2^{j_n} \mathcal{E} \mathcal{K}_n(t,X) \right) \left( 2^{j_n} \mathcal{K}_n(s,x) - 2^{j_n} \mathcal{E} \mathcal{K}_n(s,X) \right) f(x) \varphi(t) dx \right) dt \right)^2 ds
$$

$$
= 2^{-2j_n} \int_F \left( \int_F \left( \int_{\mathbb{R}} 2^{j_n} \mathcal{K}_n(t,x) \mathcal{K}_n(s,x) f(x) dx - 2^{j_n} \mathcal{E} \mathcal{K}_n(t,X) \mathcal{E} \mathcal{K}_n(s,X) \varphi(t) dt \right)^2 ds
$$

$$
\leq 2 \cdot 2^{-2j_n} \int_F \left( \int_{\mathbb{R}} 2^{j_n} \mathcal{K}_n(t,x) \mathcal{K}_n(s,x) f(x) dx \varphi(t) dt \right)^2 ds
$$

$$
+ 2 \cdot 2^{-2j_n} \int_F \left( \int_{\mathbb{R}} \mu_n(s) \mu_n(t) \varphi(t) dt \right)^2 ds,
$$

where $\mu_n(s)$ is defined in (A.0.29).
By Fubini and Cauchy-Schwarz,

\[
\int_F \left( \int_F \mu_n(s) \mu_n(t) \varphi(t) dt \right)^2 ds \leq \| \varphi \|_2^2 \left( \int_R \mu_n^2(s) ds \right)^2. \tag{A.0.97}
\]

Using the bound (A.0.31), we get,

\[
\| \varphi \|_2^2 \left( \int_R \mu_n^2(s) ds \right)^2 \leq \| \varphi \|_2^2 \left( \| \Phi \|_1^2 \| f \|_2^2 \right)^2. \tag{A.0.98}
\]

Now consider the first term in the last inequality in (A.0.96),

\[
\int_F \left( \int_F \left( \int_R 2^{J_n} K_n(t, x) f(x) dx \right) \varphi(t) dt \right)^2 ds
= \int_F \left( \int_R \left( \int_F 2^{J_n} K_n(t, x) \varphi(t) dt \right) f(x) 2^{J_n} K_n(s, x) dx \right)^2 ds
\leq \int_F \left\{ \left( \int_R \left( \int_F 2^{J_n} K_n(t, x) \| \varphi(t) \| dt \right)^2 2^{J_n} |K_n(s, x)| dx \right) \left( \int_R f^2(x) 2^{J_n} |K_n(s, x)| dx \right) \right\} ds. \tag{A.0.99}
\]

Since \( f \) is bounded,

\[
\int_R f^2(x) 2^{J_n} |K_n(s, x)| dx \leq \| f \|_\infty^2 \int_R 2^{J_n} |K_n(s, x)| dx
\leq \| f \|_\infty^2 \int_R 2^{J_n} \Phi(2^{J_n} s - 2^{J_n} x) | dx \tag{A.0.100}
= \| f \|_\infty^2 \| \Phi \|_1.
\]

(A.0.99) is bounded from above by

\[
\| f \|_\infty^2 \| \Phi \|_1 \int_F \left\{ \left( \int_R \left( \int_F 2^{J_n} |K_n(t, x)\| \varphi(t) \| dt \right)^2 2^{J_n} |K_n(s, x)| dx \right) \right\} ds
\leq \| f \|_\infty^2 \| \Phi \|_1 \int_F \int_R \left( \int_F 2^{J_n} |\Phi_n(t-x)\| \varphi(t) \| dt \right)^2 2^{J_n} |\Phi_n(s-x)| dx ds
\]
\[\|f\|_{\infty}^2 \leq \|f\|_{2}^2 \int_{\mathbb{R}} \left( \int_{F} 2^{j_n} |\Phi_n(t-x)||\varphi(t)|dt \right)^2 ds \]

\[\leq \|f\|_{2}^2 \int_{F} \left( \int_{\mathbb{R}} 2^{j_n} |\Phi_n(t-x)||\varphi(t)|dt \right)^2 dx\]

\[\leq \|f\|_{2}^2 \int_{\mathbb{R}} \int_{F} 2^{j_n} |\Phi_n(t-x)||\varphi(t)|^2 dt \int_{F} 2^{j_n} |\Phi_n(t-x)| tdx\]

\[\leq \|f\|_{2}^2 \int_{F} (|\varphi(t)|^2 \int_{\mathbb{R}} 2^{j_n} |\Phi_n(t-x)| dx) dt\]

\[= \|f\|_{2}^2 \|\Phi\|^2_{1} ||\varphi||^2_{2}. \quad (A.0.101)\]

Together with (A.0.96) and (A.0.98),

\[\|\mathcal{R}_{n,F}\varphi\|^2_{2} \leq 2 \cdot 2^{-2j_n} ||\varphi||^2_{2} (||\Phi||^2_{1} ||f||^2_{2})^2 + 2 \cdot 2^{-2j_n} ||f||^2_{\infty} \|\Phi\|^2_{1} ||\varphi||^2_{2} \]

\[= 2^{-2j_n} ||\varphi||^2_{2} \|\Phi\|^2_{1} \left( 2||f||^4_{1} + 2||f||^2_{\infty} \right). \quad (A.0.102)\]

Then

\[\sup\{||\mathcal{R}_{n,F}\varphi||^2_{2} : ||\varphi||_{2} = 1, \varphi \in L_{2}(F)\} \leq 2^{-2j_n} C(\Phi, f), \quad (A.0.103)\]

where \(C(\Phi, f)\) is given by (A.0.95). \(\square\)

**A.0.10 Corollary.** Under the hypotheses of Lemma A.0.9,

\[\lim_{n \to \infty} \frac{2^{3j_n}}{n^2} \mathbb{E} U^2_n([-M, M]) = \int_{-M}^{M} f^2(t) dt. \quad (A.0.104)\]

**Proof.**

\[\lim_{n \to \infty} \frac{2^{3j_n}}{n^2} \mathbb{E} U^2_n([-M, M]) = \lim_{n \to \infty} \frac{2^{3j_n}}{n^2} \sum_{1 \leq i \neq j \leq n} \mathbb{E} \left\{ \int_{-M}^{M} \mathcal{K}_n(t, X_i) \mathcal{K}_n(t, X_j) dt \right\}^2 \]

\[= \lim_{n \to \infty} \frac{2^{3j_n}}{n^2} \sum_{1 \leq i \neq j \leq n} \int_{-M}^{M} \int_{-M}^{M} \mathbb{E} \mathcal{K}_n(t, X_i) \mathcal{K}_n(t, X_j) dt \quad (A.0.105)\]
\[ \times \hat{K}_n(s, X_i)\hat{K}_n(s, X_i)dt \]
\[ = \lim_{n \to \infty} \frac{2^{3j_n}}{n^2} n(n - 1) \int_{-M}^{M} \int_{-M}^{M} \mathbb{E} \hat{K}_n(t, X_i)\hat{K}_n(s, X_i) dt ds \]
\[ = \lim_{n \to \infty} \frac{2^{3j_n}}{n^2} n(n - 1)2^{-2j_n} \int_{-M}^{M} \int_{-M}^{M} R_n^2(t, s) ds dt \]
\[ = \lim_{n \to \infty} 2^{j_n} \int_{-M}^{M} \int_{-M}^{M} R_n^2(t, s) ds dt. \]

By (A.0.27), (A.0.34) and an argument similar to that in Corollary A.0.8, we see that

\[ \lim_{n \to \infty} 2^{j_n} \int_{-M}^{M} \int_{-M}^{M} R_n^2(t, s) ds dt = \lim_{n \to \infty} 2^{j_n} \int_{-M}^{M} \int_{-M}^{M} C_n^2(t, s) ds dt. \quad (A.0.106) \]

Then (A.0.104) follows.


