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ABSTRACT

Voluminous data sets are being generated on a continual basis in various branches

of science and engineering. As a result, the amount of scholarly publications has

also increased tremendously. For instance, Pubmed [1] carries millions of abstracts.

Pubmed’s size keeps growing at a rapid pace. Given such large repositories, one of

the challenges for any biologist will be to retrieve the information of interest in a

short amount of time. In this research we propose novel solutions for such problems

of information retrieval.

One of the goals of this research has been to develop a computational tool that

can come up with a short list of documents that are likely to contain the information

of interest in a short amount of time. Information retrieval (IR) [41] is the process

of finding the information (usually documents) of an unstructured nature (usually

text) that satisfies an information need from within large collections (usually stored

in databases). Information retrieval tools are useful for people from different walks

of life including reference librarians, paralegals, etc. Another popular application
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is web search. The term unstructured data refers to data which does not have a

clear, semantically overt, and easy-for-a-computer structure. In this research we have

developed information retrieval techniques that classify documents into two, namely,

those that have information pertinent to a specific topic and those that do not.

A typical tool that we envision will take as input a set of pre-classified documents

(that characterize the information of interest), extract all the keywords from the pre-

classified documents, and will develop a learner model that is capable of classifying

new documents (unknown or non-classified documents) into two classes. A class 1

document does have information of interest and a class 2 document does not. It is

noteworthy that there are tools reported in the literature that are similar to what we

study in this research. Examples include the TextMine algorithm of [63], the Gene

Selection algorithm of [40], and others. We have compared our algorithms with those

in the literature and showed that our algorithms yield better results.
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Chapter 1

Introduction

PubMed [1] is a free biomedical database of references and abstracts on life sciences

and biomedical topics. PubMed was first released in January 1996 and it comprises

more than 22 million citations in 2013. Obviously, PubMeds size keeps growing at

a rapid pace, figure 1.0.1 shows the growth in the publications in PubMed to 2010

[65]. Given such a large repository, one of the challenges for any biologist will be

to retrieve the information of interest in a short amount of time. This raises the

need to develop a computational information retrieval tool to provide the biologists

with the information of interest. Data mining tools combined with machine learning

techniques can aid in achieving this goal.

1
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Figure 1.0.1: Growth of PubMed citations from 1986 to 2010

1.1 Background

1.1.1 Data Mining

The idea of ”Data Mining” started when scientists and researchers grew an

interest in analyzing a huge amount of data to get useful information. This came after

realizing that we are data rich, but information poor. Therefore, data mining became

the focus of researchers in information industry and in society as a whole. Recently,

more efficient data mining algorithms are required to cope with wide availability of

huge amounts of data. Such algorithms need to understand the structural relation

between the data and extract useful information and knowledge. The information and

knowledge gained can be used for applications ranging from market analysis, fraud

detection, and customer retention, to production control and science exploration [19].

Figure 1.1.1 describes the general data mining process.
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Figure 1.1.1: Data Mining Model

In general, data mining is adopted from gold mining terminology[20]. In gold

mining, we mine gold from rocks or sand while in data mining we extract useful in-

formation from large amounts of data. Data mining is a combination of techniques

from multiple disciplines such as database and data warehouse technology, statistics,

machine learning, high-performance computing, pattern recognition, neural networks,

data visualization, information retrieval, image and signal processing, and spatial or

temporal data analysis. On the other hand the algorithm should be scalable, which

means its running time should grow approximately linearly according to the size of

the data, given the available system resources such as main memory and disk space.

The interesting knowledge, regularities, or high-level information resulted from data

mining can be extracted from databases and viewed or browsed from different an-

gles. The discovered knowledge and the useful information can be applied to decision

making, process control, information management, and query processing. Therefore,

data mining is considered one of the most important tools in database, information

systems and information technology.



4

1.1.2 Machine Learning

For data mining to be an easy, fast, and reliable process, it has to use the

computer technology. Also with the rapid advances in the computer technology field,

one can store and process large amounts of data quickly and accurately, as well as

to access this data from physically distant locations using networks. A large amount

of raw data is always stored in a digital format. For example, the supermarket that

has hundreds of branches all over a country and selling thousands of products to

millions of customers. The sale terminals in those branches records the details of

each transaction: date, customer identification code, goods bought and their amount,

total money spent, and so forth. This requires saving of space on order of gigabytes

in a daily basis. The problem here is how those supermarket branches can use this

huge amount of raw data to predict which customers are more likely to buy certain

products. The solution is an algorithm that converts the huge set of raw data to

useful information, or discovers the relations between this raw data. The stored data

becomes useful only when it is analyzed and turned into information that we can

make use of, for example, to make predictions [3]. We do not know exactly which

people are likely to buy this ice cream flavor, or the next book of this author, or see

this new movie, or visit this city, or click this link. If we knew, we would not need to

analyze the data; we would just go ahead and write down the code. But because we

do not, we can only collect data and hope to extract the answers to these and similar

questions from data.
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Figure 1.1.2: Machine Learning Process

There is always a process that explains the data we observe. But we do not

know how this process works; it is like a ”black box”. We know consumer behavior is

not completely random. People do not go to supermarkets and buy things at random.

When they buy beer, they buy chips; they buy ice cream in summer and spices for

Gluhwein in winter. There are certain patterns in the data. Our job in data mining

is to use machine learning techniques to design an algorithm that can discover those

patterns. Those discoveries can lead us to a plan to increase profits. Figure 1.1.2

illustrates a general overview of the machine learning process.

Discovering the process patterns may be not clear enough to generate such

algorithms, but we can construct an approximation. However, this approximation

may not explain everything, but may still be able to account for some part of the

data. While identifying the complete process may not be possible, detecting certain

patterns or regularities could still be possible. This is the niche of machine learning.

Such patterns may help us understand the process in the future, or we can use those

patterns to make predictions: Assuming that the future, at least the near future, will

not be much different from the past when the sample data was collected, the future

predictions can also be expected to be correct. This will also improve the structure
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of the current algorithm that will help in not falling behind the future.

Application of machine learning methods to large databases is called data min-

ing [57]. It is exactly the same idea behind the gold mining, we extract a large volume

of earth and raw material from a mine, then with some analysis and processing we

extract a small amount of very precious material which is gold; similarly, in data

mining, a large volume of data is processed to construct a simple model with valuable

use, for example, having high predictive accuracy, and improving the performance

time. Examples of data mining and machine learning application areas:

• In finance, banks analyze their past data to build models to use in credit appli-

cations, fraud detection, and the stock market.

• In manufacturing, learning models are used for optimization, control, and trou-

bleshooting.

• In medicine, learning programs are used for medical diagnosis.

• In telecommunications, call patterns are analyzed for network optimization and

maximizing the quality of service.

• In science, large amounts of data in physics, astronomy, and biology can only

be analyzed fast enough by computers.

The databases that stores data are huge and it is constantly growing, and searching

for relevant information cannot be done manually. But machine learning is not just a

database problem; it is also a part of artificial intelligence. To be intelligent, a system

that is in a changing environment should have the ability to learn. If the system can
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learn and adapt to such changes, the system designer need not foresee and provide

solutions for all possible situations.

Machine learning can also be used in finding solutions to many problems in

vision, speech recognition, and robotics. Let us take the example of recognizing

faces: This is a task we do effortlessly; every day we recognize family members and

friends by looking at their faces or from their photographs, despite differences in

pose, lighting, hair style, and so forth. But we do it unconsciously and are unable to

explain how we do it. Because we are not able to explain our expertise, we cannot

write the computer program. At the same time, we know that a face image is not just

a random collection of pixels. A face has structure and it is symmetric. The eyes, the

nose and the mouth are located in certain places on the face. Each person’s face is

a pattern composed of a particular combination of these. By analyzing sample face

images of a person, a learning program captures the pattern specific to that person

and then recognizes it by checking this pattern in a given image. This is one example

of pattern recognition.

1.1.3 Machine Learning Applications

Machine learning is the process of programming computers that is responsible

of building a learning model from training data or past experience. The model is

then used to make predictions in the future, provide descriptive to gain knowledge

from data, or both. Machine learning uses the theory of statistics in building math-

ematical models, because the core task is making inference from a sample. The role
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of computer science is twofold: First, in training, we need efficient algorithms to

solve the optimization problem, as well as to store and process the massive amount

of data we generally have. Second, once a model is learned, its representation and

algorithmic solution for inference needs to be efficient as well. In certain applica-

tions, the efficiency of the learning or inference algorithm, namely, its space and time

complexity may be as important as its predictive accuracy. To show how machine

learning helped in solving the problems of pattern recognition, we briefly present few

application examples: [44]:

• Learning Associations[46]: In the basket analysis example, the process of ma-

chine learning is about finding associations between products bought by cus-

tomers: If people who buy X typically also buy Y , and if there is a customer

who buys X and does not buy Y ,he or she is a potential Y customer. Once we

find such customers, we can target them for cross-selling.

• Classification[45]: an example of a machine learning classification process is

the credit scoring in banks, the bank calculates the risk given the amount of

credit and the information about the customer that includes his or her financial

capacity, namely, income, savings, collaterals, profession, age, past financial

history, and so forth. This machine learning system fits a model to the past

data to be able to calculate the risk for a new application and then decides to

accept or refuse it accordingly. In classification problem where there are two

classification classes: low-risk and high-risk customers. The information about

a customer makes up the input to the classifier whose task is to assign the input

to one of the two classes.

• Regression: an example of a regression problem is when you want to know the
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price of a used car, a machine learning regression system can predict the price

of a used car. The inputs are the car attributes: brand, year, engine capacity,

mileage, and other information that we believe that affects the car’s worth. The

output is the price of the car. Such problems where the output is a number are

classified as regression problems.

• Unsupervised Learning: the idea behind the unsupervised learning is to learn

a mapping from the input to an output whose correct values are provided by a

supervisor. In unsupervised learning, there is no such supervisor and we only

have input data. The objective is to find the regularities in the input. in other

words there is a structure to the input such that certain patterns occur more

often than others, and we want to see what generally happens and what does

not.

• Reinforcement Learning: this kind of systems is looking for the output of the

system when it is a sequence of actions. In such a case, no single action is

important or good; what is important is the policy that the set of good actions

perform to achieve a certain goal. So an action is good if it is part of a good

policy. The machine learning program should be able to assess if an action is

good if it is a part of a good policy or not, it also learns from past good action

sets to be able to generate a policy.
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1.2 Motivation

The simplest definition of ”data mining” is the discovery of models and a struc-

ture of data [23]. Useful data is our main concern in this research. The amount of

data generated and stored in databases in the world and in our lives are increasing

with no intention to reduce the generated amount of information, in the contrary,

the rapid increase in technology makes it harder to slow down the generation of the

information and data. However, computers availability and the inexpensive storage

media make it much easier to save all kinds of data, even the trashed data. It is

simply about getting more memory and then saving it all.

Because of the voluminous of the data generated and stored, it became confusing

and hard to understand the structure of this data or what useful hidden information

and relations this data could has, and this makes it hard to retrieve the information of

interest or understand the relations that could lead to useful information lying there

that is rarely made explicit or taken advantage of. The preliminary solution for a

problem like this is to look for patterns in this data. Most of the mining algorithms

in the literature are trying to solve this problem by seeking patterns in data that

govern how the physical world works and encapsulate them in theories that can be

used for predicting what will happen in new situations. But with this voluminous

data the job turned to be hard to find these patterns.

In this research we are interested in texture data. Textured data is the data

stored in the form of text documents, articles, publications in databases like PubMed.
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Currently a database like PubMed stores millions of articles and publications and is

growing enormously. Computer Scientists proposed many algorithms that is used

for retrieving useful information. The useful information we target in this work is

retrieving documents that contains information of interest more accurately and in less

time when compared with in literature algorithms. The pattern recognition technique

we use in our algorithms is Document Classification; we are trying to classify the

documents depending on the patterns of the keywords that relate to information of

interest. The algorithms in the literature that classify the documents using different

methodologies and analysis tools still have some limitations. For example, it doesn’t

work with voluminous data. We will provide a brief discussion of those algorithms

in later chapters. Studying these algorithms motivated us to come up with this

research as we found that there is still room for improving the accuracy of classifying

the documents and improve the process time by picking the minimum number of

keywords that give highest accuracy from a list of filtered and cleaned-up keywords.

In this research we borrowed some ideas and added to it to improve the accuracy of

the document classification and to improve the run time for those algorithms. The

following are some of the Document Classification suggested techniques used in this

research to improve the classification algorithms:

• Filtering: Minimize the number of keywords used to classify the documents

(remove unwanted keywords).

• Sampling: Use single level or multiple levels of sampling for the data and the

keywords.

• Utilizing the use of Correlation Coefficient and the Support Vector Machines.
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1.3 Problem Statement

Gold Mining is the process of extracting the gold from the huge underground.

Data Mining is like gold mining. It is the process of mining useful information from

voluminous databases. Researchers and scientists are making these databases huge

by adding more and more documents and publications to it that result in volumi-

nous datasets. For instance, biological databases such as PubMed, currently contain

millions of documents (abstracts, papers, technical reports,..etc.). Given this growth

in data, the problem of retrieving information relevant to a specific topic has be-

come a big challenge. Classification is one of the data mining techniques that aims

to identify to which of a set of categories (classes) a new observation belongs (new

unknown document), on the basis of a training set of data containing observations

(or instances) whose class membership is known. Classifying these documents man-

ually become almost impossible now because of the voluminous datasets, it can take

forever to classify a small bunch of documents. the solution for this problem is to

use a computational tool to make the process faster and more accurate. in the lit-

erature a numerous techniques and tools are available for documents classification,

a shortcoming in them is that they take too much time and they are not accurate

enough.

In this research we present generic computational tools that can face the prob-

lem of mining voluminous dataset. One of the techniques used to tackle the volu-

minous data issue is to use only a sample of the data. However, sampling produces

only approximate results. There is usually a trade-off between sampling rate and the
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desired accuracy. Another way to tackle this problem is to filter the data as much

as possible to reduce the amount of sampled data even more. This will save more

time and give higher accuracy because most of the unwanted data removed from the

dataset. Finally, we use a greedy approach to pick the minimum and most useful

number of keywords to classify the documents. In summary, the challenges are to

identify a minimum set of keywords extracted from the documents that are capable

of classifying the unknown documents into two classes while achieving high accuracy.

A document is of the first class if it has information of interest and a document is of

the second class if it does not have information of interest.

Figure 1.3.1: Problem Statement for classifying documents

Figure 1.3.1 shows the main objective of this research which is finding the

minimum number of keywords that achieve high classification accuracy for a set of

documents in less time. The figure shows that the algorithm takes an input of a

training set of pre-classified documents that contain positive documents and negative

documents. Positive documents are documents that are much related to a specific
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topic, while negative documents are documents not related to that specific topic. The

negative documents are still documents in the same field but don’t carry information

of interest. In this research, the documents are biomedical documents and the topic of

the interest is Minimotifs. Minimotifs are the positive documents in the training set

while the negative documents are any other biomedical documents not related to the

Minimotifs. First we train the algorithm with the training set and this step generates

a learning model that is used later to classify another set of documents which are

the test set. The test set is a set of unclassified documents that should be classified

through the learning model of the algorithm. In this research, we used a test set that

is also a set of pre-classified documents (Positive and Negative). Therefore, we could

evaluate the accuracy of our algorithm in classifying the documents and producing a

short list of documents that are related to the topic of interest.

In this work, we employ different mechanisms to be able to come up with an

efficient classification system. To achieve this, we borrow ideas from some algorithms

that have been proposed for a related problem. In addition, we employ keyword filter-

ing and data sampling techniques to increase the efficiency of the resulting classifier.

The research objective is to find the minimum number of keywords that achieve high

accuracy, so our algorithms are operated on a sample of the data rather than the

original one used by the related algorithms in the literature. The next sections are a

brief explanation of our contributions toward solving this problem.



15

1.4 Contributions

The main purpose of this work is the identification and exploitation of clas-

sification algorithms coupled with standard computing techniques that can lead to

the development of efficient classification system. In order to achieve this, we did

some investigations, first we investigate the data mining and information retrieval

fields in which data classification is one of its challenges, then we survey the algo-

rithms in the literature proposed to solve the classification challenges. Through these

investigations, this thesis makes the following contributions.

• First, a Correlation-Based Algorithm for Classifying Technical Articles called

ArticleMine. The ArticleMine is a deterministic sampling algorithm that at-

tempts to improve accuracy and reduce the runtime. The idea of this algorithm

is inspired from the TextMine algorithm [63] that classify the documents in

the test set using all the keywords extracted from the training set, and here

comes our improvements that start with filtering the keywords extracted from

the training set to have a cleaned-up sorted list of keywords, next take only

small samples of this keywords and classify the documents to reach the highest

accuracy with a minimum number of keywords.

• Second, A Novel Algorithm for Technical Articles Classification Based on Gene

Selection called Keyword selection, the keyword selection algorithm inspired its

idea from the gene selection algorithm that aims to identify a minimum set

of genes that are responsible for certain events (for example the presence of

cancer). In the keyword selection we identify a minimum set of keywords that

are responsible for classifying a document into a certain class (for example the
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presence of ”Minimotif keywords”). In this algorithm we employ 2 levels of

sampling, the first level is to take a small sample of previously cleaned-up and

sorted keywords, the second level is to take a sample size of 64 keywords from the

previously selected sample from the first level and classify the documents using

it. This algorithm also uses the correlation coefficient to relate the keywords.

The proposed approach is significantly more efficient than the gene selection

algorithm while achieving a competitive accuracy.

• Third, A Novel Approach Based on SVM called the Greedy Classifier. the

greedy classifier is an algorithm that integrates couple of techniques to classify

documents. The algorithm is like gene selection use the Support Vector Ma-

chines generated by Vapnik [61] as the main classifying tool and we have added

multiple steps to enhance and optimize the minimum number of keywords picked

and reduce the run time. Our algorithm uses an incremental selection of the

keywords such that, in each iteration the algorithm uses 1 more keyword to be

added to a set of keywords that gives highest accuracy in the previous iteration.

This step is repeated until the accuracy start to decrease and at this point the

program stops to give the minimum set of keywords with highest accuracy.

Every stage of this work have been published in a conference proceeding [31] [30]

[32] of top conferences in the field. The following is a list of those publications:

1. Rania Kilany, Reda A. Ammar, Sanguthevar Rajasekaran: A correlation-based

algorithm for classifying technical documents. ISSPIT 2011: 50-53

2. Rania Kilany, Reda A. Ammar, Sanguthevar Rajasekaran: A novel algorithm

for technical documents classification based on gene selection. ISCC 2012: 234-
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238

3. Rania Kilany, Reda A. Ammar, Sanguthevar Rajasekaran: Document Classifi-

cation: A Novel Approach Based on SVM. BICoB 2013: 120-126.

1.5 Thesis Outline

In this chapter, we gave a brief description of the research fields that inspired

our research, namely Data Mining and Machine Learning. The motivation behind

this work was presented a long with our accomplished contributions. The rest of this

thesis is organized as follows: Chapter 2 presents a review for one of the Data Mining

techniques called Classification and Text categorization. This family of techniques

gave us an insight about the Document Classification approaches. This chapter also

includes a survey of some classification algorithms in the literature:

• Classification by Decision Tree Induction.

• Nave Bayesian Classification.

• Rule-Based Classification.

• Classification by Backpropagation (Neural Network).

• Support Vector Machines.

• Associative Classification.

• k−Nearest-Neighbor Classifiers.
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• Genetic Algorithms.

• Rough Set Approach.

• Fuzzy Set Approaches.

Chapter 3 defines our methodology; it introduces a number of variants of the

problem that will be formulated in detail in later chapters. It identifies sub-problems

and related issues that will be addressed in later chapters. Chapter 4 addresses the

first design and implementation of efficient algorithm for solving the document clas-

sification problem based on the use of the correlation coefficient technique. Chapter

5 studies the gene selection algorithm and deploys its technique in the proposed algo-

rithm with another added technique to achieve higher accuracy. It also compares the

results with the gene selection algorithm with respect to the feasibility and complexity

of the problem and the accuracy of the solution. Chapter 6 addresses the design and

implementation of an algorithm based on the SVM algorithm using greedy approach

to select the keywords. Finally in Chapter 7 we draw the conclusions of our work and

suggest some directions for future work.



Chapter 2

Document Classification

2.1 Classification Concepts

Classification is the process of predicting a certain outcome based on a well-

known given input[62]. To accurately predict the outcome, the classification process

goes through two main steps. First the algorithm reads a training set containing a

set of attributes and the respective outcome called goal or prediction attribute. The

algorithm learns the input and creates a learning model based on the relationships

between the attributes. The learning model will be used then to help predict the

outcome in the next step (Figure 2.1.1). Next, the algorithm is given a set of non

classified data set (unknown), called prediction set, which contains the same set of

attributes, except for the prediction attribute that is not yet known. Finally, the

algorithm uses the learning model built before to analyze the test set and produces

a prediction. The prediction accuracy defines how ”good” the algorithm is. The

19
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question that rises here is how can we measure the accuracy of the algorithm if the

test set is unknown? An answer to this question is to use a pre-classified test set to

measure the accuracy of the algorithm.

Figure 2.1.1: Document Classification with machine learning

Fabricio et al.[62] used the medical database as a simple example of a classifi-

cation problem assuming the training set would contain relevant patient information

recorded previously. The prediction attribute is whether or not the patient had a

heart problem. Table 2.1.1 and 2.1.2 below illustrate the training and prediction sets

of such a database.

Age Heart Rate Blood Pressure Heart Problems
65 78 150/70 Yes
37 83 112/76 No
71 67 108/65 No

Table 2.1.1: Training Set for medical database
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Age Heart Rate Blood Pressure Heart Problem
43 98 147/89 ?
65 58 106/63 ?
84 77 150/65 ?

Table 2.1.2: Test Set for medical database

The evaluation for the classification and prediction methods can be done according

to the following criteria[19]:

• Accuracy of the Classifier: the ability of the classifier to correctly predict the

class label of new or previously unseen data.

• Speed: the computational run time including generating the learning model and

running the classifier.

• Robustness: the ability of the classifier to make correct classifications for noisy

data or data with missing values.

• Scalability: the ability to construct the classifier efficiently for large amounts of

data.

• Interpretability: the level of understanding that is provided by the classifier.

In this work, our comparison with other algorithms depends on accuracy and

speed (run time) assuming that all other factors are covered in the preprocessing

phase of the data. Hence, the algorithm is provided with a clean dataset i.e. no noisy

or missing data values. Since one of the main objectives of our research is to work

with voluminous data, we also consider the scalability criteria. Examples of classifiers

and methods that address these issues are:
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• Classification by Decision Tree Induction[4] is the process of learning a

decision tree from pre-classified training examples. A decision tree is like a

flowchart tree structure, where each internal node (non-leaf node) denotes a

test on an attribute, each branch represents an outcome of the test, and each

leaf node (or terminal node) holds a class label. The topmost node in a tree is

the root node.

• Naive Bayesian Classification[9] is a statistical classifier that can predict

class membership probabilities such as the probability a given example belongs

to a particular class.

• In Rule-Based Classification[10], the learned model is represented as a set

of IF-THEN rules. It examines how such rules are used for classification.

• Classification by Backpropagation[8] is a classifier inspired from the neural

network from the field of psychology and neurobiology. The neural network

algorithm is a learning algorithm that learns the set of connected input/output

units in which each connection has a weight associated with it. During the

learning phase, the network learns by adjusting the weights so as to be able to

predict the correct class label of the input example.

• Support Vector Machines[61] uses a nonlinear mapping to transform the

original training data into a higher dimension. Within this new dimension, it

searches for the linear optimal separating hyperplane.

• Associative Classification[37] discovers the association rules that show strong

associations between attribute-value pairs (or items) that occur frequently in a

given data set.
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• k−Nearest-Neighbor Classifiers[14], Are based on learning by analogy, that

is, by comparing a given test tuple with training tuples that are similar to it.

• Genetic Algorithms[2] attempt to incorporate ideas of natural evolution.

• Rough Set Approach[21] discover structural relationships within imprecise

or noisy data.

• Fuzzy Set Approaches[38] applies fuzzy logics to allow ”fuzzy” thresholds or

boundaries to be defined for each class. Rather than having a precise cut-off

between classes, fuzzy logic uses truth values between 0.0 and 1.0 to represent

the degree of membership that a certain value has in a given category.

2.2 Classification Rules and Challenges

The process of assigning each element in a population to one of the pre-defined

classes is defined by classification rules[28][29]. A perfect classification process is

such that every element in the dataset is assigned to the class it really belongs to

(High Accuracy classification). An imperfect classification process is such that some

errors appear like false negatives or false positives. Statistical analysis is then applied

to analyze the efficiency of the classification algorithm. Moreover, the classification

process can be more challenging if it deals with the problem of classifying texture

data such as articles, journals, and any type of reports or publications. Document

classification differs from the classification of relational data for the following reasons:

• Document databases are not structured according to attribute-value pairs.
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• It is difficult to capture high-level semantics and abstract concepts of natural

languages just from a few keywords. For instance, there are many ways to

represent similar concepts (e.g. agent, softbot, robot, or bot) and the same

word can represent different meanings (e.g. bank can be either related to a

finance problem or a river). Furthermore, semantic analysis, which is a major

step in designing a natural language information retrieval system, is not well

understood, although there are some techniques that have been successfully

applied to limited domains [16].

• High dimensionality (thousands of features) and variable length content and

quality are the characteristics of a huge number of documents on the Web. Such

characteristics place both efficiency and accuracy demands on any classification

systems.

2.3 Text Categorization

Classifying texture data is called text categorization[55]. Text Categorization

is the classification of texture data like documents into a set of predefined categories

or classes. Each document should be assigned a class, sometimes one document

could be assigned to multiple classes, or it may not be in any class at all. Using

machine learning described in chapter 1, the objective is to build a learning model

from examples which perform the category or class assignments automatically. This

is a supervised learning problem. Since classes may overlap, and one document may

be assigned to more than one class, each category is treated as a separate binary

classification problem[48]. The main steps to classify texture data or documents are
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as follows[36][15]:

• The First step in text categorization is to convert the documents, which its

data is strings of characters and words, into a format suitable for the learning

algorithm and the classification process. Then, extract all the words from the

documents and using one of the tools to help prepare these words for the clas-

sification process after. There are couples of tools that can be used to prepare

the data for the learning algorithm such as:

– Word stopping: it removes all the Stop Words (e.g. ”a”, ”the”, ”always”,

”along”).

– Word stemming (e.g. ”computer”, ”computing”, ”computerize” ⇒ ”com-

pute”)

• Prepare the data to be in the format of ”attribute-value” representation of

text. Where the attribute is the ”Word” and the value is the weight of that

word in the document. In other words, the value is the importance of this

word in the document that indicates how related this document to the topic

of interest. Each distinct word wi corresponds to a feature, with the number

of times word wi occurs in the document as its value. To avoid unnecessarily

large feature vectors, words are considered as features only if they occur in the

training data at least 3 times and if they are not ”stop-words (like ”and”, ”or”,

etc.). Weighting of the word means the more frequent is the word the more

relevant to topic (e.g. ”query” vs. ”commercial”). Raw TF = f(t, d): how

many times term t appears in doc d.

• Document length varies so the relative frequency for the word is preferred.
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Normalization for the documents can be calculated as follows:

TF (t, d) = 0.5 + 0.5∗f(t,d)
MaxFreq(d)

• Use one or more defined classification algorithms to classify the pre-processed

keywords:

– Classification by Decision Tree Induction.

– Naive Bayesian Classification.

– Rule-Based Classification.

– Classification by Backpropagation.

– Support Vector Machines.

– Associative Classification.

– k−Nearest-Neighbor Classifiers.

– Genetic Algorithms.

– Rough Set Approach.

– Fuzzy Set Approaches.

2.4 Document Classification

The generation of data and information is growing very fast. This data can

be found in a shape of documents and articles (publications, journals, research...etc.)

stored in databases. The size of these documents and databases is also growing very

fast which arises a challenge of retrieving relevant information and documents of

interest from these databases in short time and with high relevant accuracy[64].
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Because the documents that are stored in the database contain very rich textual

information, it became increasingly difficult for scientists and researchers to locate

the relevant documents quickly and effectively. This led to a great deal of interest

in developing useful and efficient computational tools and software to assist users

in searching those databases. There are too many algorithms in literature that are

examples of computational tools. These tools try to solve the problem by creating a

machine learning algorithms that retrieve relevant documents from the databases re-

quested by the user. However, most of those algorithms often return some documents

that have little to do with user interests and usually takes a long processing time.

This has led to the development of more intelligent algorithms which are playing an

important role in making the document retrieval easier and faster [34],[58].

Document retrieval [50], categorization [52], routing [12] and filtering systems

are often based on text classification. A typical classification problem can be stated

as follows: given a training set of pre-classified examples that belongs to two or more

classes (training data) with positive and negative labels, the classification algorithm

classify a new test set sample to a class with the highest similarity. Some examples of
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Bi-classification problems are the document retrieval, routing and filtering systems,

where a document is classified as relevant or non-relevant (related or not related to

the topic of interest).

2.5 Literature Review

In this section we explore some of the work done before and what researchers

tried to do to face these challenging issues of retrieving the most accurate and relevant

documents using classification methods and techniques.

Lewis and Ringutte [35] compared their ProBayes method and a decision tree

classifier. They tested their method on two data sets (Reuters newswire benchmark

and MUC-3) with different numbers of features. The results showed that the maxi-

mum effectiveness was reached for both algorithms when the term (feature) selection

was based on collection frequency and mutual information.

Pazzani et al. [39] developed a software agent that learns to rate pages on

the www based on user judgment. They also compared three different algorithms:

the Bayesian classifier, decision tree (ID3) and nearest neighbor with a binary feature

vector on the two categories of user preferences (hot-list and cold-list). Their exper-

iments used only a small number (20 to 120) of training examples. The empirical

results indicated that ID3 was not suited to their problem and the nearest neighbor

classifier worked well over other methods when presented with a large number of



29

examples.

Schutze et al. [18] have empirically analyzed how feature selection affects

the three statistical classification techniques (LDA, logistic regression and neural

networks) for routing (two-class) problems. They used optimal term selection (2

measures) and Latent Semantic Indexing (LSI) to reduce the number of features.

Their experimental results showed that features based on LSI are more effective for

techniques such as LDA and logistic regression, whereas neural network based classi-

fication performs well with both feature selection methods.

Goh, et al. characterizing algorithm [11] Goh developed a tool to rapidly

characterize the unknown microorganism because it is critical in both responding to

infectious disease and bio-defense. To do this, they utilized a systematic approach to

discover genotype-phenotype associations that combines phenotype information from

a biomedical informatics database, GIDEON, with the molecular information con-

tained in National Center for Biotechnology Information’s Clusters of Orthologous

Groups database (NCBI COGs). Integrating the information in the two databases

will correlate the presence or absence of a given protein in a microbe with its pheno-

type as measured by certain morphological characteristics or survival in a particular

growth media. Two matrices were constructed, each one is a two dimensional matrix

indicating the presence or absence of organisms within the database. They employ

correlation coefficients as the basic method.
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The TextMine algorithm designed by Vyas, et al. [63] has enhanced Goh,

et al.s algorithm by providing an ordering of the papers instead of using a filter

threshold. The accuracy obtained by TextMine was better. The main ideas behind

TextMine are to classify a set of research article (or an abstract). It automatically

weigh the article by its likelihood of containing certain keywords that are related to

certain topic. The algorithm uses a set of papers as a training set for training the

TextMine algorithm. Each article in a research article collection A, which is used for

training, is read by hand and given a score of either 0, indicating that the paper does

not contain minimotifs, or 1, indicating that the paper has at least one minimotif

keyword. The limitations of TextMine are:

1. It is a static algorithm that requires a word list as input and requires manual

merging of results into the database.

2. It does not directly control for type biasing. That is, depending on the training

set, there is some risk of weighting words heavily to bias previously seen content

types. Instead of controlling for this automatically, TextMine outputs the scores

of all calculated words so as to enable user inspection of how their training set

influences the algorithm.

3. The algorithm uses a built-in regular expression to validate the keywords that

is very specific to the minimotif application. In the algorithm proposed in

this work this is dynamically done and hence our algorithm applies to any

application domain with little change.
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The TextMine algorithm is also based on the correlation coefficient technique.

The correlation scores are calculated for individual words from a training set of articles

already known to either contain, or not-contain, the desired information. This results

in a rank order for several thousands of words. For each single article, the TextMine

algorithm then calculates a Pearson’s Correlation Coefficient between two large linear

sets: the score of each word in the aforementioned dictionary, and the corresponding

enrichment of that word in the article’s title and abstract. Despite the broad range

of semantic methodologies for communication of peptide minimotif information, the

algorithm still observe significant differentiation of the paper rankings when applied

to the minimotif content papers.

Supprt Vector Machines (SVM)[6], were presented by Vladimir Vapnik and

colleagues at 1995[61]. Support Vector Machines (SVM’s) are a new learning method

used for the type of classification that distinguishes between 2 classes (yes/no). The

basic idea of the SVM is to find a hyperplane which separates the patterns of the data

perfectly into its two classes or more. In case of having a binary separable data, the

SVM uses a linear hyperplane to separate the patterns at its widest margins. However,

since example data is often not linearly separable in all time, SVM’s use the ”kernel

induced feature space” which classifies or separates the data into a higher dimensional

space where the data is separable. Overall, SVM’s are intuitive, theoretically well

founded, and have shown to be practically successful. SVM’s have also been extended

to solve regression tasks (where the system is trained to output a numerical value,

rather than yes/no” classification).
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The classification problem can be restricted to consideration of the two-class

problem without loss of generality. In this problem the goal is to separate the two

classes by a function which is induced from available examples. The goal is to produce

a classifier that will work well on unknown examples, i.e. it generalities well. Consider

the example in Figure 2.5.1 Here there are many possible linear classifiers that can

separate the data, but there is only one that maximizes the margin (maximizes the

distance between it and the nearest data point of each class). This linear classifier is

termed the optimal separating hyperplane. Intuitively, we would expect this boundary

to generalize well as opposed to the other possible boundaries [17].

Figure 2.5.1: Choosing the hyperplane that maximizes the margin

Let’s take a brief example about the problem of separating the set of training

vectors belonging to two separate classes,

D = {(x1, y1), ..., (xl, yl)}, x ∈ Rn, y ∈ {−1, 1},

with a hyperplane,

〈w, x〉+ b = 0
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The set of vectors is said to be optimally separated by the hyperplane if it is

separated without error and the distance between the closest vectors to the hyperplane

is maximal. The parameters w, b are constrained by,

mini| 〈w, xi〉+ b| = 1

This incisive constraint on the parameterization is preferable to alternatives in

simplifying the formulation of the problem. In words it states that: the norm of the

weight vector should be equal to the inverse of the distance, of the nearest point in

the data set to the hyperplane. The idea is illustrated in Figure 2.5.2, where the

distance from the nearest point to each hyperplane is shown.

Figure 2.5.2: Canonical Hyperplanes

A separating hyperplane in canonical form must satisfy the following constraints,

yi [〈w, xi〉+ b] ≥ 1, i = 1, ..., l

The distance d(w, b;x) of a point x from the hyperplane (w, b) is,

d(w, b;x) =
|〈w,xi〉+b|
‖w‖

The optimal hyperplane is given by maximizing the margin, ρ, the margin is given

by,
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φ(w) = 1
2
‖w‖2

SVM light[33][27]: is an implementation of Vapnik’s Support Vector Machine

[61] for the problem of pattern recognition, for the problem of regression, and for the

problem of learning a ranking function. The main features of the program are the

following:

• Fast optimization algorithm.

• Solves classification and regression problems.

• Solves ranking problems.[26]

• Computes XiAlpha-estimates of the error rate, the precision, and the recall.[24][60]

• Efficiently computes Leave-One-Out estimates of the error rate, the precision,

and the recall.

• includes algorithm for approximately training large transductive SVMs.[25]

• Can train SVMs with cost models and example dependent costs.[43]

• Allows restarts from specified vector of dual variables.

• Handles many thousands of support vectors.

• Handles several hundred-thousands of training examples.

• Supports standard kernel functions and lets you define your own.

• Uses sparse vector representation.
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• Used on a large range of problems, including text classification [59], image

recognition tasks, bioinformatics and medical applications.

The Gene Selection Algorithm by [40] classifies the genes from the Microarray

techniques that produce thousands of genes. A certain collection of genes could

have a certain effect on the presence or absence of cancerous tissues. An important

problem that arises in the analysis of microarray data is gene selection that can be

defined like that: Assume that there are n genes: g1, g2, , gn. The input to the gene

selection problem has a sequence of vectors v1, v2, , vl where each vector is the data

collected from one microarray experiment. Vector vi = x1
i , x

2
i , ..., x

n
i , yi. Here, xji is

the expression level (a real number) of the jth gene (gj) in experiment i(for1 ≤ i ≤ l)

and (1 ≤ j ≤ n). Also, yi is 1 if the event of interest is present in experiment i and yi

is 1 if the event is absent in experiment i (for1 ≤ i ≤ l). The problem is to identify

a minimum set of genes gi1, gi2, , gim that are enough to predict yi in each experiment

i, 1 ≤ i ≤ l.So this problem now considered a classification problem and a function f

can be considered as the classifier.

The Gene selection is very similar to the feature selection problem addressed

in the machine-learning area. In a nutshell, gene selection is the problem of identify-

ing a minimum set of genes that are responsible for certain events (for example the

presence of cancer). Informative gene selection is an important problem arising in

the analysis of microarray data. The gene selection algorithm combines the Support

Vector Machines (SVMs) classifier with gene correlations resulted from using the cor-

relation coefficient technique. The gene selection algorithm is based on the SVMlight

algorithm described before.



Chapter 3

Classification for Biomedical Data

3.1 Biomedical Data Classification

One of the most promising and important applications of data mining and ma-

chine learning is the classification of biomedical data to help scientists and clinicians

in patient diagnosis and conducting more research that enrich the field of biology. In

general, the methods of classifying biomedical data should meet several criteria[42]:

• It should capture Biomedical-relevant features (i.e. provide high accuracy).

• It should be computationally feasible (Cleaned and Formatted to be tested by

a computer algorithm).

• It should provide easily interpretable results.

The algorithms in the literature like Support vector machines and neural networks

are two examples of this type of black-box classification system. Decision trees are

36
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often preferred by scientists because they are easily interpretable. To determine why a

document is classified in a particular manner, a user simply needs to trace through the

tree in a decision tree algorithm. A single decision tree might not be accurate enough,

however. Domain experts state that in order to address malpractice concerns and be

trusted by their community, a classification system should provide high classification

accuracy (at least 90%) on a consistent basis. Therefore, one would like a way to

increase a classifier’s accuracy while still maintaining some form of interpretability.

This is what we tried to achieve in this work and will be described briefly in the next

section.

3.2 Our Methodology

The main objective behind this research is to:

Find the minimum number of keywords extracted from documents that give highest

classification accuracy in less running time

To achieve this goal we studied some of the famous classification algorithms, and

the efforts done to obtain high classification accuracy. Those algorithms consumes

time especially when the dataset grows larger. Also the accuracy is not high enough.

To address malpractice concerns and to be trusted by their community, a classification

system should provide high classification accuracy (at least 90%) on a consistent basis.

examples of such algorithms is the TextMine by Jay [63] and the Gene Selection

algorithm by Ming Song [40].
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The research experiments aim to classify biomedical articles and publications

in the PubMed database that are related to ”Minimotifs”. In other words, having a

set of PubMed articles, we want to classify which ones are related to ”MiniMotifs”

and which ones are not. The general approach we followed in this research is to

combine number of techniques and classifiers together to reach higher accuracy than

using the classifier alone. The underlying intuition is that a group of experts usually

provides a more accurate decision than any single expert. A brief description about

the classifiers and techniques used in this work is as follow:

• Correlation Coefficient, we used the correlation coefficient in different ways.

We used it as a way to filter the keywords that are closely related to other

keywords and are redundant. And also to measure how related the test set

documents to the training set documents as a way to classify the test set. The

idea of the correlation coefficient is that if x and y are any two random variables,

then the Pearson’s correlation coefficient between x and y is computed as follow

where the value of r is such that −1 〈r〈 + 1. The + and signs are used for

positive linear correlations and negative linear correlations, respectively.

r = nΣxy−(Σx)(Σy)√
n(Σx2)−(Σx)2

√
n(Σy2)−(Σy)2

– Positive correlation: if x and y have a strong positive linear correlation,

then r is close to +1. If r is exactly +1, it indicates a perfect positive fit.

Positive values indicate a relationship between x and y variables whereas

the values for x increase, the values for y also increase.

– Negative correlation: if x and y have a strong negative linear correlation,

then r is close to -1. If r is exactly -1, it indicates a perfect negative fit.



39

Negative values indicate a relationship between x and y whereas the values

for x increase, the values for y decrease.

– No correlation: if there is no linear correlation or a weak linear correlation,

then r is close to 0. A value near zero means that there is a random or

nonlinear relationship between the two variables.

• Single Level Sampling, can potentially make mining huge datasets feasible

which is our research goal, its approach is very effective in producing a good

representative sample of the original full dataset. The Sampling approach takes

a small portion from the list of keywords that extracted from a training set.

The training set is a set of pre-classified documents and it contains positive

documents that is related to ”MiniMotifs”, and negative documents that is not

related to ”MiniMotif” but it is still biomedical documents. Next the algorithm

uses the extracted keywords to classify the test set documents. The criteria

used to pick the samples are to choose small equal amounts of highly weighted

positive keywords and highly weighted negative keywords. Then use this sample

to classify the test set.

• Multi-Level Sampling, in this type of sampling the first level of sampling

is to take a small sample of the whole list of the weighted keywords like the

Single Level Sampling described before, and then run the classifier starting from

two keywords from this sample to only 64 keywords or user defined number of

keywords. We need to get higher accuracy from the 64 keywords picked from a

small portion of a huge list of keywords.

• Support Vector Machines, The Support Vector Machine (SVM) is a popular
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technique in the context of document classification. It was found in 1992 by

Boser, Guyon, and Vapnik [5]. The SVM classifier tool is widely used in many

fields like bioinformatics. SVM offers a high accuracy and is able to deal with

high-dimensional data such as gene expression [53][54].SVM training algorithm

builds a model that puts the training set of documents in two categories in the

space under concern. These two separate categories are divided by a clear wide

margin that should be as wide as possible. After training the algorithm, the

model built can be used to classify any new data point. New points are placed

in the same space generated from the training phase and predicted to belong to

a category based on which side of the gap they fall on.

• Greedy Optimizing Approach, is an incremental selection of the keywords.

This approach starts with two keywords, so it classifies the test set with every

pair of keywords, then picks the pair that gives the highest accuracy, in the next

iteration the algorithm uses one more keyword from the list and re-classifies the

documents using three keywords until reaches the highest accuracy. The algo-

rithm repeats the same process until getting the minimum number of keywords

that give highest classification accuracy.

• Finally, we did some combinations of those previously described approaches to

insure of getting the highest accuracy in a less time with a minimum number

of keywords. The combinations were as follows:

– Use the Correlation Coefficient with Single Level Sampling.

– Use the Correlation Coefficient technique with Multi-Level Sampling with

the SVM as a classifier.
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– Use Single Level Sampling with the greedy approach with the SVM.

3.3 Classification Algorithms

We have implemented high-performance classification algorithms that take ad-

vantage of combining the approaches and methodologies mentioned in the previous

section. We could also achieve high-Accuracy results, and our solutions can be very

helpful for scientists and researchers looking for retrieving useful information (short

list of articles from huge databases like PubMed in short time and with high ac-

curacy). We implemented this high-performance algorithms using Microsoft Visual

Studio 2010 Premium installed on a Dell OptiPlex 780 Desktop With Windows 7

Enterprise (Service Pack 1), Processor Intel(R) Core(TM)2 Duo CPU @2.93GHz,

RAM 4.00GB, and 64-bit Operating System. Brief descriptions of the implemented

algorithms and detailed explanations and results will be described in later chapters:

• A Correlation-Based Algorithm for Classifying Technical Articles called Arti-

cleMine. The ArticleMine is a deterministic sampling algorithm that attempts

to improve accuracy and reduces the runtime. The idea of this algorithm is in-

spired from the TextMine algorithm [63] that classifies the documents in the test

set using all the keywords extracted from the training set, and here comes our

improvements that start with filtering the keywords extracted from the training

set to have a cleaned-up sorted list of keywords, next the algorithm takes only

small samples of this keywords and classifies the documents to reach the highest

accuracy with a minimum number of keywords.
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• A Novel Algorithm for Technical Articles Classification Based on Gene Selection

called Keyword selection. The keyword selection algorithm inspired from the

gene selection algorithm that aims to identify a minimum set of genes that are

responsible for certain events (for example the presence of cancer). In the key-

word selection we identify a minimum set of keywords that are responsible for

classifying a document into a certain class (for example the presence of ”Mini-

motif” keywords). In this algorithm we employ two levels of sampling, the first

level is to take a small sample of previously cleaned-up and sorted keywords,

the second level is to take a sample size of 64 keywords from the previously

selected sample from the first level and to classify the documents using it. This

algorithm also uses the correlation coefficient to relate the keywords. The pro-

posed approach is significantly more efficient than the gene selection algorithm

while achieving a competitive accuracy.

• A Novel Approach Based on SVM called the Greedy Classifier. The greedy clas-

sifier is an algorithm that integrates couple of techniques to classify documents.

The algorithm is like gene selection, it uses the Support Vector Machines gen-

erated by Vapnik [61] as the main classifying tool and we have added multiple

steps to enhance and optimize the minimum number of keywords picked along

with reducing the run time. Our algorithm uses an incremental selection of the

keywords. In each iteration, the algorithm adds one more keyword to the set

of keywords with the highest accuracy in the previous iteration. It repeats this

step until the accuracy starts to decrease, at this point the program stops to

give the minimum set of keywords with highest accuracy.
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As a conclusion, these algorithms provided results superior to those in the literature

as it benefited from combining the classifiers with other techniques to achieve higher

accuracy in less time.

3.4 Evaluation Methods

The evaluation method we followed in testing the efficiency of the algorithm is

to use a Test Set of pre-classified documents. The documents in this set are already

labeled if they are related or not related to the ”MiniMotif” topic. After training the

algorithm with a training set of pre-classified documents, the generated output is a

classification and prediction of the test set. The algorithm compares the actual results

with the pre-defined results (pre-classification results), and measures how accurate the

classification was by counting how many false positives, false negatives, and correct

classifications.

We compared our results with those algorithms in the literature that are ad-

dressing the same issue. We ran those algorithms using the same dataset (A set of

documents from PubMed database related to MiniMotifs).



Chapter 4

A Correlation Based Classification
Algorithm

4.1 Related Work

4.1.1 Goh et al. characterizing algorithm

GIDEON and NCBI COGs are two examples of databases that carry huge

amount of data about microbes. Traditionally, microbes have been identified de-

pending on their reaction to a battery of phenotypic assays, for example, survival

on a particular type of growth media or morphological characteristics. The result of

identifying the microbes over 300 microbes have been completely sequenced[13].

Goh et al. have developed an algorithm to characterize unknown microorganisms[11]

by integrating the information in these two databases and correlate the presence or

44
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absence of a given protein in a microbe with its phenotype as measured by certain

morphological characteristics or survival in a particular growth media. Two matrices

were constructed, each matrix is a two dimensional matrix indicating the presence

or absence of organisms within the database. They employ correlation coefficients as

the basic method.

Figure 4.1.1: The correlation analysis measures the association between a COG’s
organism profile (presence or absence of an organism) and a lab condition’s organism

survival profile.
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4.1.2 The TextMine algorithm

The TextMine algorithm designed by Vyas et al.[63] has enhanced Goh et al.s

algorithm by providing an ordering of the papers instead of using a filter threshold.

The accuracy obtained by TextMine was better. The main idea behind TextMine

is to classify a set of research article (or an abstract), it automatically weighs the

article by its likelihood of containing certain keywords that are related to a certain

topic. The algorithm used a set of papers as a training set for training the TextMine

algorithm. Each article in a research article collection A, which is used for training, is

read by hand and given a score of either 0, indicating that the paper does not contain

minimotifs, or 1, indicating that the paper has at least one minimotif keyword. The

limitations of TextMine are:

1. It is a static algorithm that requires a word list as input and requires manual

merging of results into the database.

2. It does not directly control for type biasing that depends on the training set.

There is some risk of weighting words heavily to bias previously seen content

types instead of controlling for this automatically. The output of TextMine

algorithm is the scores of all the keywords. These scores indicate the influence

of the training set on the algorithm.

3. The algorithm uses a built-in regular expression to validate the keywords that

is very specific to the minimotif application.

4. The algorithm scans through all the extracted keywords to use them to classify

the documents. This process consumes time.
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4.2 Proposed Algorithm Overview

The algorithm combines different techniques to reach the highest classification

accuracy using minimum number of keywords in less time. The techniques used in

this algorithm are:

• Filter the keywords to have a clean list of keywords related to the topic of

interest using two different steps of filtering:

– Use a regular expression that removes all the unwanted words.

– Remove the Stop words in the extracted list.

• Apply the correlation coefficient methodology to the weighted keywords as the

main classification technique.

• Sampling by taking small samples of those keywords to classify a test set.

• Compare the results with TextMine Algorithm W/O Sampling to see how the

sampling technique can improve the performance of the TextMine algorithm.

The algorithm has three main phases (see figure 4.2.1). Phase I: the algorithm

extracts all the keywords from all the positive and negative articles in the TrainingSet.

Two different levels of filtering are applied to remove irrelevant words. The algorithm

computes the weights for all these keywords over all the articles in the TrainingSet.

In phase II: the algorithm applies sampling. In particular, the algorithm selects a

certain portion of the highest weighted keywords and the lowest weighted keywords.

After this it calculates the weights of the selected keywords for each article In the
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TestSet. Phase III: with the weights of the selected keywords over all the TrainingSet

from Step I and the weights of the selected keywords for each article individually from

step II, the algorithm calculates the Pearson Correlation coefficient and this classifies

the most related articles to the topic of interest from the non-related articles to the

topic of interest.

In practice, we want to select the minimum number of keywords that achieve

the highest classification accuracy (usually for the test data set). This number is not

easy to find since the accuracy may not increase monotonically with the number of

keywords. We have to determine the optimal size of the keywords set empirically.

4.3 Algorithm Core

1. The algorithm takes a TrainingSet which contains two sets of articles as an

input. The first set constitutes positive examples that are related to the topic of

interest, in this research it is Minimotifs, and the second set constitutes negative

examples that are biomedical articles but not related to Minimotifs. Typically,

the true classification of these articles is verified manually (pre-classified). All

the keywords from both the positive and negative examples in the TrainingSet

articles are extracted.

2. The algorithm does two levels of filtering to remove as many of the irrelevant

keywords as possible. This filtering works as follows.

(a) Remove all the stop words and non-scientific words by comparing the ex-

tracted keywords to a provided list of general and stop words.
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Figure 4.2.1: ArticleMine Classification Algorithm
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(b) Use a regular expression to check the validity of the rest of the keywords.

This step eliminates such irrelevant keywords as standalone numbers and

letters, punctuations, special characters, etc.

3. A weight is calculated for each of the keywords retained after the above fil-

tering steps. For each keyword (Kx) extracted from the previous step while

x = 1, 2, 3m and each positive article (Api) in (P ) - the positive set while

i = 1, 2, 3n in the positive set, we divide the number of instances of (Kx) by

the size of (Api) and this is the weight of (Kx) in (Api). Then, we sum these

weights over all the articles in (P ) and divide the sum by the size of (P ) to

obtain an overall weight of (Kx). We repeat this over the set N (the negative

set), and subtract the result from the weight of (Kx) in P to arrive upon a final

weight for keyword (Kx), repeat this process for all the keywords so we now

have a vector of weights over all the Trainingset (v).

v =

∑i=1
n ( Kx

Api
)

P
−

∑i=1
n ( Kx

Ani
)

N

4. The keywords are sorted descending based on their weights.

5. Select a sample consisting of a certain percentage of the highest weighted key-

words in the list and a certain percentage of the least weighted keywords. For

instance this percentage could be 10%, 15%, 20%, etc. Call this sample set as

(S).

6. Repeat step 2 and 3 for the Testset and create a vector of weights over all the

Testingset (S).
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7. The final step is to calculate the relation between V and S by computing the

Pearsons Correlation Coefficient (PC).

The correlation measure is; if x and y are any two random variables, then the

Pearsons Correlation Coefficient between x and y is computed as

r = n
∑

xy−(
∑

x)(
∑

y)√
n(

∑
x2)−(

∑
x)2
√

n(
∑

y2)−(
∑

y)2

The value of r is such that −1〈r〈+1. The + and signs are used for positive

linear correlations and negative linear correlations, respectively.

(a) Positive correlation: if x and y have a strong positive linear correlation, r

is close to +1. If r is exactly +1, it indicates a perfect positive fit. Positive

values indicate a relationship between x and y variables whereas the values

for x increase, the values for y also increase.

(b) Negative correlation: if x and y have a strong negative linear correlation, r

is close to -1. If r is exactly -1, it indicates a perfect negative fit. Negative

values indicate a relationship between x and y whereas the values for x

increase, the values for y decrease.

(c) No correlation: if there is no linear correlation or a weak linear correlation,

r is close to 0. A value near zero means that there is a random or a nonlinear

relationship between the two variables.

Thus, we have now the positive and negative correlations of articles in the

TestSet which are the correlation coefficients between the weighted words from

the TrainingSet and the respective weights of those keywords in the TestSet.
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This indicates how strongly related these articles in the TestSet are to the

specified topic.

4.4 Experimental Work

In our experiments we have used the same dataset that was used in the TextMine

algorithm [63] which is a set of Pubmed [1] paper abstracts that are related to mini-

motifs. The TrainingSet is of size 1000 and it includes +ve abstracts that are strongly

related to the minimotif topic and -ve abstracts that are not related to minimotifs,

but they are still biomedical abstracts. The TestSet is of size 1000 and it contains

pre-classified articles to measure the accuracy and effectiveness of the algorithm. The

objective of having a test set containing pre-classified articles is to evaluate the ac-

curacy of the result by comparing the algorithm outcome with the original results.

This also gives an indication about how efficient the algorithm is.

4.5 Results and Discussion

The algorithm has been run for various sampling percentages. We have com-

pared the performance of our algorithm with that of TextMine [63]. The results of the

comparison are summarized in Tables 4.5.1, and 4.5.2, and figures 4.5.1, and 4.5.2.

The sampling percentages shown in these figures and tables refer to both the highest

weighted and the lowest weighted keywords. For example, a percentage of 10% means

that 10% of the highest weighted keywords and 10% of the least weighted keywords
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have been included in the sample. We also applied the sampling approach to the

TextMine algorithm to see if sampling helps.

Tables 4.5.1 and 4.5.2 show the percentages of accuracy for the ArticleMine

algorithm and the TextMine algorithm with/without sampling. The average accuracy

for the positive articles was: 98.6% for the proposed algorithm while it was 97.8% for

the TextMine algorithm. When sampling was used in TextMine the average accuracy

improved to 98%. This indicates that in our algorithm both sampling and keywords

selection play a role in determining the accuracy. This is considerable. The average

accuracy for the negative articles was: 69.3% for the proposed algorithm and 64% for

TextMine. When sampling was used in TextMine the average accuracy was 59.6%.

Even though the improvement is only 0.8%, the accuracy is increasing and is very

close to 100% and hence any improvement will be hard to come by.

Table 4.5.1: Accuracy Percentages for Positive articles
KWs Percentage ArticleMine Alg. TextMine Alg. TextMine w/Sampling

10% 98.51598174 97.83352338 98.17559863
15% 98.74285714 97.83352338 98.17559863
20% 98.74285714 97.83352338 98.06157355
25% 98.63169897 97.83352338 98.06157355
30% 98.63169897 97.83352338 98.06157355
35% 98.63169897 97.83352338 98.06157355
40% 98.63169897 97.83352338 97.83352338
45% 98.63169897 97.83352338 97.83352338
50% 98.51767389 97.83352338 97.83352338

Figures 4.5.1 and 4.5.2 show that applying the sampling approach with two

different levels of keywords filtering improved the accuracy of the results compared
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Table 4.5.2: Accuracy Percentages for Negative articles
KWs Percentage ArticleMine Alg. TextMine Alg. TextMine w/Sampling

10% 68 64 52
15% 67.34693878 64 54
20% 78.57142857 64 58
25% 68 64 60
30% 70 64 60
35% 68 64 62
40% 68 64 62
45% 68 64 64
50% 68 64 64

to the accuracy for the TextMine algorithm. It is also clear that our algorithm gives

the highest accuracy when using 15% and 20% of the keywords, but when we used

more than 20% of the keywords the accuracy starts to go down but it is still better

than the TextMine algorithm. When sampling was used in TextMine, the accuracy

was very low with less number of keywords and it started to go up there on.

Figure 4.5.1: Accuracy Percentages for Positive articles
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Figure 4.5.2: Accuracy Percentages for Negative articles

Figure 4.5.3 shows the average accuracy for both the negative and positive articles

together in our algorithm. The accuracy was: 89% using 40% of keywords, while in

TextMine algorithm it was 81% (without sampling) & 81% (with sampling) using

90% of keywords, which means that the sampling alone doesn’t benefit the TextMine

Algorithm, while combining the sampling and keyword filtering in our algorithm

improved the accuracy level. We conclude that our algorithm exploits and benefits

from both keywords selection and sampling combined with the use of the correlation

coefficient.

For the run time saving, our algorithm doesn’t have a significant improvement

in the run time but this because we have more techniques added to improve the ac-

curacy (Filtering and Sampling the Keywords) while the TextMine algorithm doesn’t
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Figure 4.5.3: comparative results for Accuracy Percentages

have those techniques, this is not a problem especially the difference in the run time

between the two algorithms is not big. The TextMine algorithm runs in 4 minutes

while our algorithm runs in 5 minutes with 1 minute difference.

The complexity of this algorithm is O(N) where N is the total number of words

in all the documents together. The worst case we scan through all the words in all

the documents a constant number of times.

4.6 Summary

In this chapter, we introduced a novel sampling algorithm called ArticleMine.

ArticleMine is a sampling algorithm that attempts to improve accuracy without scar-

ifying the running time. It begins with a small sample of filtered keywords extracted
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from the training set and then proceeds in levels with larger samples by 5% in each

iteration until done with the whole 100% keywords. In each iteration, the picked

keywords used to classify the test dataset by finding the correlation between all the

weighted keywords from the training set and the weighted keywords in the test set.

The process is repeated until picking all the remaining keywords. We have shown im-

proved results of getting higher accuracy compared to the TextMine algorithm that

uses the whole keywords in just one run. Even though we have tested our approach in

the context of minimotif related articles, the approach is generic and can be employed

for any domain of science and engineering.



Chapter 5

A Classification Algorithm Based
on Gene Selection

5.1 Related Work

In this chapter we propose a classification algorithm inspired from the gene se-

lection algorithm [40]. The objective of the gene selection algorithm is to identify a

minimum set of genes that are responsible for certain events (for example the pres-

ence of cancer). In our algorithm we identify the minimum number of keywords that

classify a document whether it is related or not related to the topic of interest. figure

5.1.1 summarizes the key ideas of the proposed algorithm. As figure 5.1.1 shows, the

proposed algorithm starts with the sampling and word filtering technique, then runs

the gene selection algorithm that uses the correlation coefficient to conduct further

filtering for the redundant keywords, and employs the Support Vector Machines clas-

sifier [61][24] to identify the relevant genes (keywords). The algorithm obtains a high

58
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classification accuracy using a smaller number of selected genes.

Figure 5.1.1: Keyword Selection Algorithm Key ideas

The correlation coefficient [7] in brief is a number between 0 and 1. 0 means

that there is no relationship between the predicted values and the actual values. As

this number increases upwards to 1, the strength of the relationship between the

predicted values and actual values increases. The higher the correlation coefficient is

the better the results and the relations are. The algorithm of [40] uses the correlation

coefficient as a way to filter the keywords that are closely related to other keywords

and are redundant.
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5.2 Proposed Algorithm Overview

The example information of interest used in this research is minimotifs. We

develop a way to score the PubMed documents that can be used for future main-

tenance of the MnM database [51][49]. The keyword selection algorithm takes the

advantage of combining different techniques to insure of getting a higher accuracy

without sacrifice the running time. The techniques used in the proposed algorithm

are as follow:

• Filtering the keywords by removing the Stop Words, and use a regular expression

manipulated to meet the criteria of the Minimotifs related keywords to further

removing of unwanted keywords.

• Use the correlation coefficient to remove the redundant keywords by finding the

correlation between the weighted keywords.

• Use a multi-levels Sampling approach to start with small sample sizes of key-

words to classify the test set of documents.

• Use the Support Vector Machines as a classifier for the test set.

5.3 Algorithm Core

1. The algorithm takes two input files, the first file is the Training Set and it

contains all the original documents, which in our case are the abstracts of the

PubMed publications pertaining to a specific topic. The Training Set contains

two groups of articles. The first group has positive examples. In particular,
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Figure 5.3.1: the Greedy Keyword Selection Algorithm
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this group has articles that contain the information of interest. For example,

these may be articles that contain minimotifs. The second group has negative

examples. I.e., these articles do not contain information of interest. The second

input file is the Testing Set.

2. The algorithm extracts all the keywords in both the positive and the negative

documents in the Training Set and also counts the number of positive and

negative articles.

3. The algorithm performs two levels of filtering to remove as many of the irrelevant

keywords as possible:

(a) Remove all the stop and non-scientific words by comparing all the extracted

keywords with an input file contains all the stop words, and when the

algorithm finds a word that matches one of the words in the stop-word

list, it removes this word.

(b) Use regular expression to check the validity of the rest of the keywords. It

removes irrelevant words such as standalone numbers and letters, punctu-

ations, special characters (A, B, 123, 67, &, %, etc.) and words of size two

characters that could be propositions (at, to, in ,...etc.).

4. The algorithm calculates the weights of the remaining keywords. For each key-

word (k) extracted from the previous step and each article (A) in (P) (Positive

set) we divide the number of instances of (k) by the size of (A) and this is the

weight of (k) in (A). Then, we sum these weights and divide it by the size of

(P) to obtain an overall weight of (k). We repeat this over set (N) (Negative

set), and subtract the result from the weight of (k) in (P) to arrive upon a final
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weight for keyword (k). We now have a vector of real number weights with one

entry per term in the term vector.

5. In practice, we want to select the smallest number of keywords that produce the

highest classification accuracy (usually for the test data set). This number is

not obvious to find since the monotonic of accuracy with respect to the number

of keywords is not guaranteed. So we select sets of keywords of different sizes

and test these sets until we get the highest accuracy.

6. The algorithm sorts in descending order the keywords according to its weight.

7. Select a sample of the highest weighted keywords and a sample of the least

weighted keywords at the same time. It starts with 10% of the keywords and

increasing the size by 5% in each iteration (10%, 15%, 20%, etc.) and saves

both of them in a new vector. Assume this is vector (S).

8. The algorithm then creates the SVM files formats using the selected keywords

and their weights. It creates a Training SVM file containing only the portion

of the keywords that will be used to test the accuracy. It creates also the

Testing SVM file from the original test documents using the same set of selected

keywords.

9. Run the gene selection algorithm. It takes as an input two files in its SVM

format as it employs the SVM. The gene selection algorithm runs as follows:

(a) Compute the correlation coefficient for each pair of keywords to eliminate

redundant keywords.
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(b) Train the SVM using the training data set (created from a sample size of

keywords in step 8).

(c) Sort the keywords based on their weight values, the keywords weighted by

the SVM according to the importance of each keyword in the training set.

(d) Go through the sorted keywords; pick those keywords whose correlation

with the previously picked keywords is less than a threshold.

(e) Move in order all picked Keywords to the front of the sequence; corre-

spondingly, non-picked keywords are moved to the end.

(f) Start from two keywords and moving towards a user specified number of

keywords - in this work it is 64 keywords - run the SVM and classify the

test data set.

(g) From a list containing two columns (Number of keywords and the accuracy

obtained), select the minimum number of keywords that has the largest

classification accuracy.

5.4 Experimental Work

In our experiments we have used a biological dataset, which is a set of PubMed

paper abstracts that are related to minimotifs. The dataset we used is the same

dataset used in the TextMine algorithm of Vyas, et al. (2010)[63] for distinguishing

positive articles from negative articles. The dataset has got around 1000 articles

that include positive abstracts that are strongly related to the minimotif topic and

negative abstracts that are not related to minimotifs.
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5.5 Results and Discussion

Figure 5.5.1: Accuracy Percentage 64 KWs & keywords sampling.

Table 5.5.1 shows the results of running the algorithm. This table shows the

accuracy obtained for different choices of number of keywords and sampling percent-

ages. In this table, the average accuracy is the average for running the algorithm

for all the sample sizes. A percentage of 10% means that 10% of filtered keywords

from the SVM and from the sorting and elimination process have been included in

the sample. The top green area in the table indicates that the accuracy equals the

average for running the algorithm with all the sample sizes starting from two key-

words to 15 keywords. The left yellow area in the table indicates that the accuracy

was below the average for running the algorithm with all the sample sizes starting
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from 15 keywords to 64 keywords. The right blue area in the table indicates that the

accuracy was above the average for running the algorithm with all the sample sizes

starting from 15 keywords to 64 keywords. The Red area corresponds to the best

results obtained, it concludes that the minimum number of keywords that give the

highest accuracy fall in this region which is (between 75% and 95% sample size, and

between 29 and 32 keywords).

Figure 5.5.2: Comparison of the performance of our algorithm Gene Selection

The summarizing chart in figure 5.5.2 shows the average accuracy for both the

negative and positive articles together in our algorithm and with comparison with the

gene selection algorithm. It shows that the gene selection algorithm while using 100%

of the keywords achieves an accuracy of 94.897% at a minimum of 29 KWs while in

our algorithm we have gotten the same accuracy for only 75% of 29 of the keywords

which saves time. If we looked for a better accuracy we will not go so far as it was
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achieved by 95.418% for 75% of the keywords at a minimum of 36 KWs which saves

time in both cases. We conclude that our algorithm exploits and benefits from both

keywords selection based on the gene selection approach and sampling.

For the run time: our algorithm could achieve a significant improvement in

the run time. The red line in chart 5.5.2 shows how the run time reduced from 115

seconds for the Gene Selection algorithm to 50 seconds for using only 75% of the

keywords and 73 seconds for using 95% of the keywords.

Algorithm Complexity: The best algorithm for SVM takes O(kn) time where

k is the total number of keywords and n is the total number of documents. As a result,

the run time of this algorithm is

O(N) +O(k2
1 ∗ n)

• N is the total number of words in all the documents together.

• k1 is the number of keywords in the first sampling process.

• n is the number of documents.

5.6 Summary

In this chapter, we introduced a novel classification algorithm called Keyword

Selection algorithm. Keyword Selection is a Multi-Level sampling classification al-

gorithm; it was inspired by the Gene Selection algorithm. As the main purpose of
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the gene selection algorithm is to identify the minimum number of keywords that are

responsible for certain event, the keyword selection algorithm employs the gene se-

lection by identifying the minimum number of keywords that can classify documents

to two classes, related or not related to the topic of interest. The algorithm begins

with filtering a large amount of keywords and then it takes a small sample of those

keywords and runs the gene selection algorithm using this sample. The gene selection

algorithm takes another smaller sample from the previously picked sample and uses

it to classify the documents. The process is repeated until done with all the sample

sizes.

As a conclusion, we have developed a sampling algorithm to classify a set of

articles based on the gene selection algorithm of [40]. The results show that the

proposed approach is significantly more efficient than the gene selection algorithm

while achieving a competitive accuracy.



Chapter 6

A Greedy Optimization
Classification Algorithm Based on
SVM

6.1 Related Work

SVM and SVM light

A support vector machines are one of the very famous classification algorithms

in the context of document classification. It was found in 1992 by Boser, Guyon, and

Vapnik[61] and widely used in the field of bioinformatics [54]. The main principle of

the SVM is the Structural Risk Minimization principle from computational learning

theory. The structural risk minimization is to find a hypothesis or a hyperplane h

that can separate the patterns with the guarantee of a lowest true error. The true

error of this hyperplane h is the probability that h will make an error on an unseen
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and randomly selected test example.

SVMs are very universal learners. It can accept different forms of data:

• It learns linear threshold function.

• It learns polynomial classifiers.

• Radial basic function (RBF) networks.

• Three-layer sigmoid neural nets.

SVMs belong to the general category of kernel methods [56][53]. A kernel

method is an algorithm that depends on the data only through dot-products. When

this is the case, the dot product can be replaced by a kernel function which computes

a dot product in some possibly high dimensional feature space. This has two ad-

vantages: First, the ability to generate non-linear decision boundaries using methods

designed for linear classifiers. Second, the use of kernel functions allows the user to

apply a classifier to data that have no obvious fixed-dimensional vector space rep-

resentation. The prime example of such data in bioinformatics are sequence, either

DNA or protein, and protein structure. SVM has to be fine-tuned depending on the

type of data it will be used for. Some decisions that have to be made are: how to

preprocess the data, what kernel to use (linearly separable, linearly non-separable or

non-linear, etc. We also have to set the parameters of the SVM and the kernel [22].

An SVM training algorithm builds a model that puts the training examples in

two categories in the space under concern. These two separate categories are divided

by a clear wide margin that should be as wide as possible. After the training phase
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is over, the model built can be used to classify any new data point. New points are

placed in the same space generated from the training phase and predicted to belong

to a category based on which side of the gap they fall on.

Figure 6.1.1: possible SVM hyperplane

In Figure 6.1.1: H3 (green) is an example of a hyperplane that doesn’t separate

the two classes. H1 (blue) does separate the two classes but with a small margin

which is not preferable and H2 (red) separates the two classes with the maximum

margin which is good for high accuracy.

In Figure 6.1.2: Maximum-margin hyperplane and margins for an SVM trained

with samples from two classes. Samples on the margin are called the support vectors.

The SVMlight is an implementation of Vapniks Support Vector Machine [61] for

the problem of pattern recognition, regression, and learning a ranking function. The

optimization algorithms used in SVMlight are described in [43][59][27]. The algorithm

has scalable memory requirements and can handle problems with many thousands of
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Figure 6.1.2: The Widest margins from the optimal hyperplane

support vectors efficiently.

6.2 Proposed Algorithm Overview

The Proposed Algorithm is called a greedy optimized Keyword Selection algo-

rithm. This algorithm aims to enhance the classification accuracy by combining the

following techniques:

• Filter the keywords by removing the Stop Words, and use a regular expression

manipulated to meet the criteria of the Minimotifs related keywords to further

removing of unwanted keywords.
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• Use a sample of 50 highest weighted positive and negative keywords.

• Use a greedy optimizing approach that uses an incremental selection of the

keywords. In each iteration the algorithm adds one more keyword to the set of

keywords that give highest accuracy. The algorithm stops when either reaches

the 50 keywords or the accuracy starts to decrease, which saves time.

6.3 Algorithm Core

1. The input for this algorithm is two files. The Training set file and Testing set file,

for the Training Set file it contains pre-classified documents, which in our case

are the abstracts of the PubMed publications pertaining to a specific topic. The

pre-classified abstracts in the Training Set contain two groups of articles. The

first group has positive examples that contain the information of interest. In

this work the articles we are using contain Minimotifs information. The second

group has negative examples that do not contain information of interest. For

the Testing set file it contains two groups of pre-classified articles, positive and

negative articles too. The Testing Set contains pre-classified articles to evaluate

the efficiency of the algorithm.

2. The first step in that algorithm is to extracts all the keywords in both the

positive and the negative documents in the Training Set.

3. Then the algorithm filters the keywords through two steps of filtering to remove

as many of the non-useful keywords as follows:

(a) Scan all the keywords for stop and non-scientific words, and remove it.
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Figure 6.3.1: Greedy Algorithm based on SVM
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(b) The algorithm checks through a regular expression the validity of the rest

of the keywords. It eliminates words such as standalone numbers and

letters, punctuations and special characters (A, B, 123, 67, &, %, etc.).

4. The algorithm then calculates the weights of the extracted and filtered keywords

so for each keyword extracted from the previous step and each article in the

Positive set we divide the frequency of the keyword by the size of the article that

contains that keyword and this is the weight of that keyword in that article.

Then, we sum these weights over all the positive articles and divide it by the

size of the positive set of articles to obtain an overall weight for that keyword.

We do the same thing over the Negative set, and then subtract the result from

the weight of that keyword in the positive set to arrive upon a final weight for

keyword. We now have a list of weights for all the extracted keywords.

5. Create SVM training file by converting the TrainingSet file that contains the

actual articles to the format that fits into the SVM algorithm using the weighted

keywords from the previous step.

6. The algorithm sorts in descending order the keywords according to its weight.

7. Select a sample of 25 highest weighted keywords and a sample of 25 least

weighted keywords and save both of them in a new vector. So now we have

a list of 50 keywords that are ready to train and classify the test set.

8. Starting from two keywords, create a Testing SVM file containing only the

selected keywords.

9. Train the SVM and classify the test data set.
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10. Repeat steps 8 and 9 for each pair of the keywords until done with the 50 KWs

list or the accuracy starts to decrease, at this moment the program stops.

11. Select the pair or set that contains a minimum number of keywords that has

the highest classification accuracy.

12. Add one more keyword to the number of keywords that gives the highest accu-

racy from the 50 KWs list and repeat the steps 8 and 9 for three KWS. Repeat

these steps until done with all 50 Kws.

13. the result will be a two columns data, the first contains the combination of the

KWs that gave highest accuracy in each iteration, and the second column is the

accuracy percentage.

14. Evaluate the overall outcomes and select the set of keywords that contains the

minimum number of keywords and give highest classification accuracy.

6.4 Experimental Work

The dataset used in this algorithm is a biological dataset, which is a set of

PubMed paper abstracts that are related to Minimotifs information. The dataset we

used in the proposed algorithm is the same dataset used in the TextMine algorithm

of Vyas et al. [63] for distinguishing positive articles from negative articles and

the Gene Selection algorithm by Song and Rajasekaran[40] for identifying minimum

number of genes that are responsible for a certain event. The dataset has got around

200 articles that include positive abstracts that are strongly related to minimotifs

topic and negative abstracts that are not related to minimotifs.
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6.5 Results and Discussion

Figure 6.5.1 shows the results from running the greedy optimized algorithm.

This chart shows the accuracy obtained for different choices of number of keywords

starting from two KWs to 50 KWs of the highest weighted keywords in the extracted

and filtered list. In this figure the minimum number of keywords that give the highest

accuracy is 22 keywords and it gives 96% accuracy and 95.5% for 18 keywords.

Figure 6.5.1: The accuracy obtained of keywords starting from 2 KWs to 50

We run the gene selection algorithm using the same data set to compare the results

with ours, the outcome was as shown in figure 6.5.2:

The gene selection algorithm achieves an accuracy of 89.5% at 18 keywords

while in our algorithm we have got a higher accuracy of 95.5 for 9 keywords and
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Figure 6.5.2: Accuracy Percentage for KWs (2 to 64) in Gene Selection algorithm.

96.0% for 22 keywords which saves time in both cases. Figure 6.5.3 shows the average

accuracy for both the negative and positive articles together in our algorithm and

it ranged between 95.5% and 96.0% for 9 to 22 keywords from a sample of size 50

highest weighted keywords of the total keywords. We conclude that our algorithm

exploits and benefits from both keywords selection based on the increment selection

of the best keywords in each iteration and the use of SVM classification algorithm.

For the run time, as the red line in the chart shows, our proposed algorithm im-

proved the run time by significant amount, the run time reduced from 900 seconds for

the Gene Selection algorithm to 24 seconds for our proposed algorithm at 9 keywords

and to 50 seconds at 22 keywords.
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Figure 6.5.3: Comparison of the performance with Gene Selection algorithm

Algorithm Complexity :

• Let n be the number of documents, N be the total size of the documents, and

k be the number of keywords.

• Creating the (n ∗ k) keywords matrix takes O(N) time.

• The SVM algorithm takes O(nk) time.

• At the beginning: SVM is called
(
k
2

)
times with 2 keywords each.

• After that we call SVM with one more keyword at a time, so the run time is

≤
∑k

i=3 in = O(k2 ∗ n).

• The Overall run time = O(N + k2n)
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6.6 Summary

In this chapter, we introduced a novel greedy optimizing algorithm that at-

tempts to improve accuracy without sacrificing the running time. It begins with

extracting and filtering the keywords from the training set and then takes only 50

KWS, divided to 25 KWs from the highly weighted keywords and 25 of the least

weighted keywords. Then use the SVM as main classifier. The algorithm starts from

two keywords and test the classification process for each pair until reach the highest

classification accuracy for certain pair of keywords, then it starts to add one by one to

the selected set and test it using the SVM. The algorithm stops when done with the 50

keywords or the accuracy decreases. Our algorithm has higher classification accuracy

and runs in less time using less number of keywords than some of the best-known

algorithms in the literature.



Chapter 7

Conclusion and Future Work

In this chapter, we summarize the work presented in this research. We gave

an overview about the classification process as well as the document classification for

developing efficient classification system. Details of the contributions achieved by this

research as well as ideas for future work are presented below.

7.1 Thesis Summary

In chapter 1, we began this dissertation with a background on the data mining

and machine learning and how this motivated us to come up with this work. In

addition, we presented the contributions achieved by this research including: build

efficient classifiers that obtain better results than the algorithms in the literature

by classifying the documents with a minimum number of keywords that give high

accuracy while keep the running time as low as possible. The accuracy obtained from

81
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our work was even better than that obtained from the algorithms in the literature.

In chapter 2, we gave a review of the classification principles and processes that

inspired computer scientists to design classifiers to classify documents (texture data).

A summary of the major classifiers algorithms:

• Classification by Decision Tree Induction.

• Nave Bayesian Classification.

• Rule-Based Classification.

• Classification by Backpropagation.

• Support Vector Machines.

• Associative Classification.

• k−Nearest-Neighbor Classifiers.

• Genetic Algorithms.

• Rough Set Approach.

• Fuzzy Set Approaches.

Along with related algorithms in the literature for document classification such

as:

• Goh et al. developed an algorithm to characterize unknown microorganisms,

2006.
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• Vyas et al. developed TextMine algorithm, inspired from and enhanced Goh et

al.s algorithm and used it in Document Classification (Minimotifs), 2010.

• Thorsten Joachims created the SVMlight (2008) that is an implementation of

Support Vector Machines (SVMs) of Vapnik for the problem of pattern recog-

nition, regression, and learning a ranking function,1995.

• Song and Rajasekaran developed Gene selection for identifying a minimum set

of genes that are responsible for certain events, 2010.

In Chapter 3, we gave an overview of the approach we follow in this disserta-

tion. The approach begins by accepting a training dataset that contains pre-classified

documents. Upon preprocessing the data, extracting the keywords, filtering it, and

calculating its weights with tools we built in the algorithms. The processed data

go through evolutionary different processes to classify the documents in the testing

dataset and accuracy of classification is reported accordingly.

In chapter 4, we introduced a novel sampling algorithm called ArticleMine.

ArticleMine is a deterministic sampling algorithm that attempts to improve accuracy

and the running time by selecting small samples from the data. It begins by selecting a

small sample of the keywords from the highly weighted positive and negative keywords

and uses it to classify the test dataset. The algorithm proceeds in increasing the

sample size until it is done with all the keywords. Finally, the smallest sample of

keywords that gives highest accuracy is picked.
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In chapter 5, we also introduced a novel document classification algorithm called

Keyword Selection algorithm. The idea behind this algorithm is inspired from the

Gene selection algorithm that aims to identify the minimum number of genes that

are responsible for certain events (presence or absence of cancer). Our approach is

to define the minimum number of keywords that can determine the relation of the

document to the information of interest. The Keyword Selection algorithm is a Multi-

Level Deterministic Sampling approach that takes a small size of the preprocessed

keywords depending on the weight and then run the classifier for only 64 keywords

from this previously selected sample on the test dataset to insure that we get the

minimum. The process is repeated by increasing the sample size until it covers all

the keywords. The main classifier in this algorithm is the Support Vector Machine

designed by Vapnik [61]. The proposed approach is significantly more efficient than

the Gene Selection algorithm on the same dataset while achieving a competitive

accuracy.

In chapter 6, we introduced another novel document classification algorithm

called the Greedy-Classifier algorithm. The core classifier of this algorithm is the

Support Vector Machines algorithm by Vapnik [61]. The pre-processing before classi-

fying the documents using the SVM is the challenging idea. First, after preprocessing

the training dataset and obtain all the weighted keywords, the algorithm pick 25 key-

words from the highest weighted positive keywords and the same for the negative to

end with a list of 50 keywords. Next, we start with 2 keywords from the list and build

the required files to run the SVM to classify the test dataset. This step is repeated

for every pair of keywords until it finishes the 50 list and picks the 2 keywords that
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give the highest accuracy. Then, add to this pair 1 more keyword and repeat the

previously step for 3 keywords and so on. Finally, the smallest set of keywords that

gives highest accuracy is picked. The good thing about this algorithm is that it stops

when the accuracy start to decrease which saves more time.

7.2 Conclusion & Future Work

7.2.1 Conclusion

Our main contribution in this work is that we developed efficient computational

algorithms to improve document classification accuracy as well as the running time

as follows:

• We have introduced 3 different algorithms in the context of document classifi-

cation, keywords selection, and sampling.

• The algorithms we developed show a significant improvements in both the ac-

curacy level compared to the algorithms in the literature. It also significantly

reduced the running time.

• We have tested our approach in the context of MiniMotif related articles, as

this work was following the research field of ”Motif Search” done by Jay and

Rajasekaran in [63] [51] and we used the same dataset to compare the results

of our algorithms with the others.

• The approach is generic and can be employed for any domain of science and

engineering.
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• One advantage of the developed algorithm is that the regular expression used

for filtering the keywords can be adjusted to meet the requirements of the topic

of interest which makes these algorithms more generic and it can fit any kind

of datasets.

• The input for those algorithms is the texture based articles. Hence, no need to

convert them into a specific format.

7.2.2 Future Work

There are many ideas and improvements can be done using the developed algorithms

in this research, we can list few of them as follows:

• Draw more inspiration from the Biological field.

• Test this methodologies with different application domains and with different

kinds of datasets to proof that it is a generic algorithm and can work with

any kind of information, for example: Politics Systems datasets (democracy or

republicans), Sports datasets and/or heritages datasets.

• Add more techniques to improving the accuracy while keeping the running time

minimal. A suggested technique can be combined with the research method-

ology is by using the association rules mining combined with the classification

techniques to get more filtering for the information to insure the accuracy and

the relevancy.

• Finally, create a web based system for document classification based on the

algorithms we have developed in this work. Moreover, it can be an artificial

intelligent system that learns from the user choices.
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List of Publications

1. Rania Kilany, Reda Ammar, Sanguthevar Rajasekaran, and W. Sheta. A

New Framework for High Performance Processing of Voluminous Multisource

Datasets.” In International Business Information Management Association (IBIMA),

Volume 9, 2009 ISSN: 1943-7765, pp. 193-201.

2. Rania Kilany, Reda Ammar, and Sanguthevar Rajasekaran. ”A correlation-

based algorithm for classifying technical articles.” In Signal Processing and In-

formation Technology (ISSPIT), 2011 IEEE International Symposium on, pp.

050-053. IEEE, 2011.

3. Rania Kilany, Reda Ammar, and Sanguthevar Rajasekaran. ”A novel algorithm

for technical articles classification based on gene selection.” In Computers and

Communications (ISCC), 2012 IEEE Symposium on, pp. 000234-000238. IEEE,

2012.

4. Rania Kilany, Reda Ammar, and Sanguthevar Rajasekaran. ”Document Clas-
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sification: A novel approach based on SVM” In Bioinformatics and Computa-

tional Biology (BICoB), 2013, pp. 120-126.



Appendix B

Definitions and Abbreviations

• PubMed A database of citations and abstracts for biomedical literature from

MEDLINE and additional life science journals.

• SVM Support Vector Machines for Classification and Pattern recognition.

• MiniMotifs are short contiguous peptide sequences that are known to have a

function in at least one protein.

• MnM database Minimotif Miner is a program and database designed to iden-

tify minimotifs in any protein.

• A Gene is a molecular unit of heredity of a living organism.

• ID3 is an algorithm invented by Ross Quinlan used to generate a decision tree

from a dataset[47].

• LDA is a Linear discriminant analysis method used in statistics, pattern recog-

nition and machine learning to find a linear combination of features which char-
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acterizes or separates two or more classes of objects or events.

• LSI, Latent semantic indexing is an indexing and retrieval method that uses a

mathematical technique called singular value decomposition (SVD) to identify

patterns in the relationships between the terms and concepts contained in an

unstructured collection of text.

• GIDEON is an easy to use online application that helps you diagnose infectious

diseases and stay up to date on the latest trends in epidemiology, treatment and

microbiology.

• COGs, The database of Clusters of Orthologous Groups of proteins, repre-

sents an attempt on a phylogenetic classification of the proteins encoded in

complete genomes, currently consists of 2791 COGs including 45 350 proteins

from 30 genomes of bacteria, archaea and the yeast Saccharomyces cerevisiae

(http://www.ncbi.nlm.nih.gov/COG).
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